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1. Introduction 

1.1. Life in the cave environment 

Constant darkness, lack of food, and high humidity, all characteristics of caves, make them a rather 

stressful environment. These and other conditions observed in caves are usually very constant with few 

variations but can nevertheless be quite extreme (Howarth & Moldovan, 2018). Despite these challenges, 

numerous organisms have successfully inhabited caves and developed various adaptations that allow them 

to thrive in such an environment (Krishnan and Rohner, 2017).  

For example, air and water temperatures in caves are usually the same (Camacho, 1992) and very stable, 

defying seasonal variations (Cigna, 2002), with overall humidity reaching up to 100% (Lauritzen, 2018). 

On the other hand, despite the temperature stability, cave water pH levels that mostly fall between 7 and 9 

(Lauritzen, 2018) can sometimes drop significantly due to dissolved substances (White, 1997), acidifying 

the environment. Moreover, toxic metal ions can be present in cave water (Macalady et al., 2007), creating 

additional environmental pressure on the inhabiting organisms.  

However, the biggest challenge for a cave organism is the lack of light, which dictates almost all life 

aspects. No primary producers can live in a lightless environment, meaning only detritivores and predators 

can survive in caves (Howarth & Moldovan, 2018). By eliminating photosynthesizing organisms from the 

food web, the overall nutrient amount becomes extremely low, making food sources scarce (Howarth, 1993). 

Furthermore, the sense of vision becomes useless in the dark, making it harder to find the little food that is 

present. Finding a partner in the darkness becomes a further challenge, especially considering the low 

population density (Howarth & Moldovan, 2018).   

1.2. Adaptations to life in caves 

Only a small number of species are capable of colonizing the cave environment due to its particular 

conditions. These organisms are typically highly specialized for this environment, exibiting a distinct set of 

adaptations (Francis G. Howarth et al., 2018) which can be unified under the term troglomorphism. These 

adaptations result from convergent evolution and can be categorized into four major groups: morphological, 

physiological, behavioral, and other specialized adaptations (Derkarabetian et al., 2010). Each of these can 

be further classified as either constructive (e.g., hypertrophy of mechanosensory organs) or regressive (e.g., 

loss of vision) (Fišer, 2019), with the outcomes primarily influenced by the selective pressures of darkness 

(Derkarabetian et al., 2010; Culver et al., 2010) and food scarcity (Culver et al., 2015). 

Morphological adaptations, which are the most easily observed, tend to follow two main pathways. One 

involves the reduction of characteristics that are useless in a dark environment, such as the loss of pigment, 

or albinism, which is commonly seen in stygobionts like the cave-dwelling Proasellus isopods, as well as 

many other cave species, both invertebrate and vertebrate (Bilandžija et al., 2012; M. Protas et al., 2012). 
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Functions such as attracting a mate, camouflage, and UV protection—all primary roles of body pigment 

(Ducrest et al., 2008; Sugumaran et al., 2016; True, 2003)—become irrelevant in a dark cave, leading to 

relaxed selection and subsequent loss of the pigment synthesis pathways (Bilandžija et al., 2012). In the 

case of melanin, a convergent pattern is observed—synthesis often halts at the first step (Bilandžija et al., 

2012; McCauley et al., 2004; M. E. Protas et al., 2006). This may occur because it is economically efficient 

for the organism, prevents the accumulation of toxic intermediary compounds (Graham et al., 1978), or 

allows the buildup of other compounds that are beneficial in different pathways (Bilandžija et al., 2012). A 

pleiotropic trade-off of this kind has been observed in the cave-dwelling Astyanax mexicanus, where a 

mutation in the oca2 gene, responsible for the first step in melanin synthesis, leads to the accumulation of 

L-tyrosine, which in turn allows for an increase in catecholamine synthesis (Audus et al., 1986; Fernstrom 

et al., 2007; M. E. Protas et al., 2006). This can potentially lead to a higher feeding efficiency (Stricker and 

Zigmond, 1984) as well as enhance the alertness in the species, resulting in less sleep (Duboué et al., 2011) 

and improving the chances of finding food (Bilandžija et al., 2013). On the other hand, arthropods rely on 

melanin for their immune response, including pathogen defence and wound healing (Ashida et al., 1995; 

Söderhäll et al., 1998), suggesting that albinism could negatively impact certain cave dwellers. Most tested 

arthropods have retained the ability to produce melanin in response to injury (Bilandžija et al., 2017), 

indicating precise regulation of the synthesis pathway rather than a complete blockage. However, this 

immune response was not observed in the Proasellus species, suggesting a lack of melanin-based immune 

defence (Bilandžija et al., 2017). 

The loss of vision, or the complete absence of eyes, is another common morphological adaptation 

observed in cave dwellers. Extensive research has focused on cavefish, particularly A. mexicanus. Since 

eyesight is useless in a lightless environment, such regression is unsurprising. The loss of vision and eyes 

can be attributed to the accumulation of mutations in eye development genes due to the absence of selective 

pressure, as an energy-conserving measure or to protect against eye damage (Krishnan et al., 2017; Moran 

et al., 2015). However, a pleiotropic function has been noted where the loss of eyes in A. mexicanus is due 

to the regulation of ssh (Yamamoto et al., 2004) and pax6 (Jeffery et al., 1998) genes. In turn, this results in 

elevated ssh levels in the mouth and pharynx, leading to the development of a shovel-like jaw that aids in 

food collection in cave sediments (Yamamoto et al., 2009). This suggests that the reduction of certain 

morphological traits often has pleiotropic effects, optimizing other traits or pathways more useful in the 

cave environment, rather than merely conserving energy or occurring spontaneously. In contrast to 

regression, constructive morphological adaptations such as enhanced senses of touch, smell (Langecker, 

2000), and taste (Yamamoto et al., 2009), along with elongated antennae to accommodate more receptors 

(Moldovan et al., 2004), may compensate for the loss of vision and facilitate in navigating the cave 

environment. 
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Most physiological adaptations are driven by food scarcity, forcing organisms to scavenge whatever they 

find (Howarth & Moldovan, 2018). In addition to a broader diet, these animals typically have the ability to 

consume large quantities of food at once, survive longer periods without food, store more fat, and maintain 

a slower metabolism (Frédéric Hervant et al., 2002), often coupled with reduced movement and overall 

activity (Hüppop, 1985). Furthermore, because cave waters are often hypoxic (Malard & Hervant, 2012), a 

slower metabolism helps these organisms adapt to low-oxygen environments (Hervant et al., 1997, 1998, 

2002). 

Behavioural changes are also evident in cave animals. Most of these changes align with physiological 

adaptations, aiming to conserve energy and increase the efficiency of food search by moving more slowly 

(Moldovan and Paredes Bartolome, 1998/1999; Kuštor and Novak, 1980). Other adaptations include 

intraspecies communication shifts, relying on pheromones rather than sight (Cazals and Juberthie-Jupeau, 

1983; Juberthie-Jupeau and Cazals, 1984; Moldovan and Juberthie, 1994), a reduced response to predation 

(Kowalko, 2019), and the loss of circadian rhythms due to constant darkness and the absence of seasonal 

changes (Howarth & Moldovan, 2018). 

1.3. The Proasellus genus 

Four species from the Proasellus genus are at the centre of this research, intending to shed light on the 

evolution of the cave species and the adaptations that make life in caves possible. The genus belongs to the 

Asellidae family, a group of isopod crustaceans that inhabit the freshwater environment. Two of the four 

species inhabit surface waters, Proasellus coxalis and Proasellus karamani (Figure 1A). Both species have 

developed eyes and body pigmentation, giving them a brownish colour (Wouters & Vercauteren, 2009; 

Henry et al., 1986). P. karamani is distributed on the Balkan peninsula, from Bosnia and Hercegovina to 

Macedonia (Sket, 1967), while P. coxalis has a much broader distribution from the North of Europe to the 

North of Africa. On the other hand, Proasellus anophtalmus (Figure 1B) and Proasellus hercegovinensis 

are cave dwellers. Both are depigmented and have no eyes. P. anophtalmus inhabits the Dinaric Karst and 

is the smallest of the four species, with a body up to 4.5 mm. While P. hercegovinensis is double the size 

(up to 10 mm), it inhabits only a small area of Popovo polje in Hercegovina (Henry et al., 1986; Karaman, 

1955).  

These four closely related species might help elucidate how cave animals evolve since a comparison can 

be made between two surface and two cave-dwelling species. Unique features discovered on the molecular 

basis might point towards the direction of selection and evolution, with common features between P. 

anophtalmus and P. hercegovinensis potentially highlighting the adaptations arising from the cave 

colonization. 
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Figure 1 Two representatives of the Proasellus genus: (A) Proasellus karamani (surface-dwelling), and 

(B) Proasellus anophtalmus (cave-dwelling). Scale bars are 5 mm. Modified from Jovović et al., 2024. 

Photo credit: Tin Rožman 

1.4. Next Generation RNA sequencing enabling a comparative transcriptomics study  

Nucleotide sequencing has come a long way from the First-Generation Maxam-Gilber chemical 

degradation technique (Heather et al., 2016) and revolutionary Sanger’s method based on chain termination 

using dideoxynucleotides which are able to sequence only short nucleotide fragments (Sanger et al., 1977). 

Today, entire genomes can be sequenced at once, utilizing Next-Generation sequencing (NGS) techniques. 

Illumina, a short-read Second-Generation sequencing technology is one such method. Along with other 

NGS methods, it has revolutionised omics techniques, including transcriptomics utilized in this research. A 

complete set of RNA molecules in an organism – the transcriptome, can be sequenced at once and 

subsequently studied. This allows for not only the entire transcriptome assemblies, but also for a thorough 

analysis of gene expression patterns in an organism (or condition) and inferring differentially expressed 

genes between two or more biological samples (Satam et al., 2023).  

With over 10000 isopod species described, only a few of those have their genomes sequenced, and only 

two studies have been done on transcriptomes of P. coxalis, P. karamani, P. hercegovinensis and P. 

anophtalmus (Jovović et al., 2024). A comparative transcriptomics study can give valuable insights by 

providing sets of up- or down-regulated genes when comparing these four species. In order to do so, whole 

transcriptomes of each species have to be sequenced and assembled.  

To obtain RNA-seq data, sequencing libraries need to be constructed first. These libraries contain cDNA 

fragments, complementary to the mRNA extracted from a sample, and adapters attached to the cDNA which 

allow for attaching and sequencing the cDNA on a sequencing machine. To prepare the libraries, total RNA 

is extracted from the sample, rRNA is removed, and mRNA fragmented. Reverse transcription is conducted 

using random priming to synthesize cDNA, RNA is degraded, and a second strand (identical to the mRNA) 
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is synthesized. Then, adapters are added to the ends of the fragment which allow for library amplification 

with PCR. Library amplification ensures multiple copies of each fragment, increasing the chances for each 

fragment to be sequenced, and also adds adapters needed for sequencing. In this research, Lexogen’s RNA-

seq library preparation protocol was followed which slightly differs from classical methods, primarily due 

to the elimination of the RNA fragmentation step.  In this case, short cDNA first strands are generated from 

random primers which carry the partial adapter sequences. These partial adapter sequences then allow for 

the complementary adapter to hybridize, and a fragment is synthesized between two pairs of hybridized 

primers. In this case the first cDNA strand already carries partial adapters on both its 5’ and 3’ ends, 

preserving the strandedness of the library, which is lost with classical methods (Figure 2) (RNA LEXICON 

| Lexogen, n.d.). 

 

Figure 2 A comparison of the classical RNA-Seq library preparation method, and Lexogen's method. 

Modified from RNA LEXICON (Lexogen). 
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The structure of the final sequencing-ready cDNA fragment is presented in Figure 3. The double stranded 

insert sequence consists of Read 1 (first, forward strand) and Read 2 (second, reverse strand) flanked by two 

adapters necessary for Illumina sequencing (P5 and P7 adapters). Both adapters contain parts of sequences 

necessary for binding to the complementary sequences on the Illumina sequencing flow cells. These are the 

outer regions coloured black and orange, respectively. Inner regions of the adapter (green and blue) are 

binding sites for the sequencing primers, which are used for the sequencing process. Furthermore, each 

adapter can carry an additional index (i5 and i7 respectively), which are short sequences shown in light blue 

and yellow colours. In case of Lexogen’s library preparation protocol, these indices are named Unique Dual 

Indices (UDIs), and are necessary for library multiplexing. Multiplexing allows for multiple samples to be 

sequences on one flow cell, with UDIs being specific for each sample allowing for a demultiplexing process 

(RNA LEXICON | Lexogen, n.d.). 

Lexogen’s Illumina compatible adapters carry an additional tag, called Unique Molecular Identifier 

(UMI). These short 12 nucleotide sequences are placed at the 3’ end of the P5 adapter, placing themselves 

between the Read 1 Sequencing Primer and Read 1. After the sequencing process is over, the beginning of 

each Read 1 carries the tag. Their purpose is to eliminate PCR duplicates that arise during library 

amplification due to the exponential nature of a PCR reaction and preferential amplification. There is enough 

variety in UMI sequences (410 different sequences) that the probability of two identical cDNA fragment 

carrying the same UMI sequence is really low (RNA LEXICON | Lexogen, n.d.).  

 

Figure 3 Completed Illumina cDNA library, with P5 and P7 adapter sequences. Modified from RNA 

LEXICON (Lexogen). 

This kind of library is then ready to be sequenced on an Illumina platform, utilizing the sequencing by 

synthesis method.  

Another benefit of the Lexogen’s library preparation protocol is the fact that it enables the use of spike-

in controls. These are artificial sequences that can be added to the samples before library construction is 

done, and are used to asses quantification accuracy and transcript coverage. Since these sequenced are of 

known length and composition, the expected sequencing results can be defined and then used to asses the 
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quality of the entire sequencing process. Additionally, they can be used to compare the results between 

different biological samples and replicates, allowing for outlier detection (RNA LEXICON | Lexogen, n.d.).  

A full pipeline of this comparative transcriptomics study is presented in Figure 4. It outlines the main 

steps of the process, from tissue isolation to bioinformatic analysis.  

 

Figure 4 Comparative transcriptomics pipeline used in this study with the main steps of the process 

highlighted in coloured text boxes. A full process is shown, from sample preparation to bioinformatic 

analysis. Grey boxes adjacent to some of the steps indicate the main tools used in each of those steps, while 

the blue-grey boxes indicate main quality control steps done in the process. 
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2. Research goals  

The research goal of this Master’s thesis is to gain insights into the molecular mechanisms underlying 

the convergent and divergent troglomorphic adaptations of isopod crustaceans belonging to the Proasellus 

genus, based on transcriptomic data. The specific goals of this research are outlined as follows:  

1. Inferring the transcript orthology between the four Proasellus species. 

2. Conducting a differential gene expression analysis of the four species by creating pairwise 

comparisons between each two species, and clustering the samples. 

3. Extracting common up- and down-regulated genes of each cave-dwelling species to determine 

the divergent adaptations. 

4. Determining the commonly up- and down-regulated genes between the two cave-dwelling 

species to gain insights into the convergent adaptations. 

3. Materials and methods 

3.1. Specimen collection and cuticle isolation 

Specimens of P. coxalis, P. karamani, P. hercegovinensis, and P. anophtalmus were collected during 

field research conducted in 2020, 2021, and 2022 (Table 1). Individuals were manually collected and 

transferred to the laboratory, where they were held in stable conditions according to the standard laboratory 

procedures (SLP) of the Laboratory for Molecular Genetics, Ruđer Bošković Institute (Lukić et al., 2024). 

Table 1: Locations and dates of specimen collection during field research conducted from 2020 to 2022. 

Species Location Date 

P. coxalis Vransko (lake) 30th Oct 2020 

 

P. karamani Ključ (stream) 22nd Jun 2021 

 

 

P. hercegovinensis Bjelušica (cave) 
15th Sep 2021  

4th Nov 2022  

P. anophtalmus Močiljska (cave) 4th Nov 2022 

 

 
 

Between 25 and 40 healthy specimens of each species were randomly selected and transferred to a new 

plastic container, where they were subjected to starvation for one week prior to RNA isolation. I isolated 

the cuticles of each specimen in an RNase-free environment using histological needles and tweezers. First, 
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I placed a live sample in a small Petri dish filled with 1 mL of RNAlater™ Stabilization Solution (Thermo 

Fisher Scientific) and immediately decapitated the individual using histological tools. Then I proceeded to 

separate the cuticle from the bodies of the specimen (excluding appendages), placed them into molecular 

grade 1.5 mL Eppendorf tubes filled with 200 µL of RNAlater™ Stabilization Solution and stored them at 

4 °C until the next step (RNA isolation). I obtained a total of 32 P. karamani, 37 P. coxalis, 35 P. 

anophtalmus and 25 P. hercegovinensis cuticles for downstream use.  

3.2. RNA isolation 

After obtaining the cuticles, I proceeded with RNA isolation using the SPLIT RNA Extraction Kit 

(Lexogen) following the kit’s protocol with slight modifications. The protocol consists of three main steps: 

sample homogenization, phenol/chloroform extraction, and column-based purification. The homogenization 

step is performed using a highly chaotropic isolation buffer, enabling solubilization and RNase inhibition. 

First, the samples are centrifuged on a bench-top centrifuge at 12000 g and 25 °C for one minute. Then, I 

placed the samples on ice for the rest of the homogenization process. I replaced RNAlater™ Stabilization 

Solution by 400 µL of ice-cold Isolation Buffer, and added four 2.5 mm metal beads per tube. I placed the 

tubes on a homogenizer at speed level 5 for 20 seconds and then immediately back on ice for another 20 

seconds. The process is repeated three times for 10 seconds with 20-second pauses on ice in between, 

finishing with a 3-minute incubation on ice. Afterward, the samples are centrifuged at 12000 g and 4 °C for 

one minute. Finally, I transferred the supernatant to a clean molecular grade Eppendorf tube and then 

centrifuged again at maximum speed and 4 °C for 3 minutes.  

The next step of the protocol enables RNA extraction from the homogenized tissue, utilizing the 

phenol/chloroform extraction method. Firstly, I transferred the samples to Phase Lock GelTM tubes that I 

centrifuged beforehand (12000 g, 18 °C, 1 minute). This method of RNA extraction is highly specific, 

partitioning proteins and DNA in the organic phase and leaving only RNA in the aqueous phase, with the 

gel from the tubes separating these two phases. I added a volume of 400 µL of a phenol solution (saturated 

with 0.1 M citrate buffer, pH 4.3, BioReagent, Sigma Aldrich) to the samples and mixed by inverting the 

tubes five times. Next, I added 150 µL of Acidic Buffer and mixed it by resuspending it ten times. 

Subsequently, I added 400 µL of chloroform (Kemika) and mixed it by swiftly and thoroughly inverting the 

tubes for 15 seconds. The samples are then incubated at room temperature for 2 minutes, followed by two 

subsequent centrifugations at 12000 g and 18 °C for 2 minutes each. The upper aqueous phase, partitioned 

above the gel, can then be transferred to a new molecular grade 2 mL Eppendorf tube by carefully decanting.  

Finally, I purified the extracted RNA by a column-based method. From this moment on, all RNA samples 

were handled inside the UV-hood. I measured the volume of each sample (aqueous phase), added 

isopropanol at 1.75× of its volume, and mixed by vortexing for 10 seconds. A maximum of 800 µL is loaded 
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into the purification column and placed in the collection tube. I then centrifuged the samples at 12000 g and 

18 °C for 30 seconds. I discarded the flowthrough and repeated the process until the entire sample had been 

loaded into the purification column. After discarding the last flowthrough, I washed the sample by applying 

500 µL of Wash Buffer (WB) to the column and centrifuged at 12000 g and 18 °C for 30 seconds. The 

flowthrough is discarded again, and the step is repeated twice more. Lastly, the sample is centrifuged again 

at 12000 g and 18 °C for one minute to spin-dry. I transferred the column to a new molecular grade 1.5 mL 

Eppendorf tube, where the RNA is eluted from the column with 15 µL of Elution Buffer (EB), prewarmed 

to 70 °C before being centrifuged at 12000 g and 18 °C for 1.5 minutes. I re-eluted the sample and 

centrifuged it once again. Then, I proceeded to the DNase treatment immediately.  

3.3. DNase treatment 

To make sure there is no left-over DNA in the RNA samples, I treated all the samples with a TURBO™ 

DNase (2 U/µL, Invitrogen™ by Thermo Fisher Scientific), which cleaves double-stranded DNA 

nonspecifically (Thermo Fisher Scientific). First, I added 30 µL of Nuclease-free water to each sample and 

prepared a mastermix consisting of 5 µL of 10X TURBO™ DNase Buffer (Invitrogen™ by Thermo Fisher 

Scientific) and 1 µL of TURBO™ DNase (2 U/µL) per sample. Then I added 6 µL of the mastermix to each 

sample and mixed by resuspending. The samples were then incubated at 30 °C for 30 minutes and mixed 

by resuspending at 15-minute incubation time. Once the incubation was over, the samples needed to 

precipitate, which I achieved by adding 5 µL of Lipoprotein(a) (LPA, 5 µg/µL, Alfa Aesar, Ru-Ve), 5.5 µL 

(1/10 of the total volume) of 3M NaOAc (3 M, pH 5.2, Thermo Fisher, Ru-Ve) and 151.3 µL (2.5× volume) 

of ice-cold absolute ethanol (Kemika) to each sample. I mixed everything by resuspending and precipitated 

overnight at -20 °C. After the precipitation, I centrifuged the samples at maximum speed and 4 °C for 20 

minutes. Then, I removed the supernatant by pipetting and washed each sample three times with 500 µL of 

ice-cold 80% ethanol (prepared from 100% ethanol, Kemika) with gentle resuspending whilst washing. All 

ethanol had to be removed, so the samples were air-dried for 5 to 10 minutes with the tube caps opened. 

Lastly, I added 10 or 15 µL of nuclease-free water to the samples, which were then incubated at 60 °C for 

2 minutes and mixed by resuspending before storing the finished samples at -20 °C. I determined the volume 

of nuclease-free empirically, using 15 µL for larger species (P. coxalis, P. karamani, and P. 

hercegovinensis) and 10 µL for the smaller P. anophtalmus to make sure the obtained RNA concentrations 

wouldn’t be too low. 

3.4. RNA quality control 

A set of quality control checks were done on all isolated RNA samples to determine their usability for 

downstream applications. Quality checks included inquiring into the effectiveness of the DNase treatment, 

RNA concentration, sample purity, and RNA integrity. 
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3.4.1. DNase treatment effectiveness (PCR) 

To check the success of the DNase treatment, I performed a PCR (polymerase chain reaction) to detect 

any left-over DNA traces in the RNA samples. For the PCR, I used primers for a 16S rRNA marker, which 

amplify 500 bp of the 16S rRNA gene. Primer sequences are stated in Table 2. To perform the PCR reaction, 

I used the GoTaq® G2 Green (or Colorless) Master Mix (Promega), a DNA polymerase in a ready-to-use 

master mix, following the reaction conditions stated in Table 3. 

Table 2: Primer sequences used to amplify the 500 bp of the 16S rRNA standard marker gene. 

Primer Strand Sequence 

16Sbr-L F 5’- CGCCTGTTTATCAAAAACAT - 3’ 
 

16S_Stena_R1 R 5’- CGTGGAAGTTTAATAGTCGAACAGAC - 3’ 
 

 
 

Table 3: PCR reaction conditions. 

Step Temperature Time Cycle number 

Initial denaturation 95 °C 2:00 
 

Denaturation 95 °C 0:45 

35× Annealing 52 °C 0:45 

Extension 72 °C 0:45 

Final extension 72 °C 5:00 
 

Hold 4 °C ∞ 
 

 

The PCR results, and thus the effectiveness of the DNase treatment, were determined by agarose gel 

electrophoresis. I prepared 50- or 90-mL gels with 1.5% agarose (Sigma Aldrich), staining the gel with the 

MIDORI Green Advance DNA Stain (0.05 µL per mL of gel; NIPPON Genetics). I loaded 5 µL of the PCR 

amplicons to the finished agarose gels, together with 1 µL of 6×DNA Dye if GoTaq® G2 Colorless Master 

Mix was used for the PCR. I conducted the electrophoresis at 120 V for 20 minutes using Mini-Sub Cell 

GT Cell or Wide Mini-Sub Cell GT Cell (Bio Rad) horizontal electrophoretic chambers and PowerPac™ 

HC High-Current Power Supply (Bio Rad) direct current power supply. Upon finishing the electrophoresis, 

I visualised the gels. 
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3.4.2. Spectrophotometry and fluorimetry 

For the initial quantification of RNA obtained from the cuticles, I utilized the DS-11 Series 

Spectrophotometer/Fluorometer (DeNovix). The spectrophotometer reading provided information about the 

mass concentrations of the samples and the values of A260/A280 and A260/A230 ratios which I used to assess the 

purity/potential contaminations of the samples. Additionally, to achieve more accurate and precise RNA 

quantification results, I measured the RNA concentrations using fluorimetry, with a DeNovix RNA Assay 

(DeNovix) kit and the same, DS-11 Series Spectrophotometer/Fluorometer (DeNovix) instrument.  

3.4.3. RNA gel electrophoresis and microcapillary electrophoresis  

To assess the integrity of the RNA samples, I used methods of agarose gel electrophoresis and 

microcapillary electrophoresis. Since at least 200 ng of RNA is needed to successfully visualise it on the 

agarose gel, I used this method for samples with higher yields only (C > 50 ng/µL).  I prepared 50- or 90-

mL gels with 1.5% agarose, staining the gel with the MIDORI Green Advance DNA Stain (0.05 µL per mL 

of gel; NIPPON Genetics). I calculated the volumes of samples needed so that they contained 200 ng of 

RNA, diluting the samples with water if the volume to be loaded was less than 2 µL. Then, I mixed in the 

RNA Gel Loading Dye (Thermo Fisher Scientific) in a 1:1 ratio and loaded the samples onto the gel.  

Electrophoresis was conducted at 90 V for 40 minutes using Mini-Sub Cell GT Cell or Wide Mini-Sub Cell 

GT Cell (Bio-Rad) horizontal electrophoretic chambers and PowerPac™ HC High-Current Power Supply 

(Bio-Rad) direct current power supply. Samples with lower yields were assessed with the 2100 Bioanalyzer 

(Agligent) microcapillary electrophoresis instrument by the Laboratory for advanced genomics at the Ruđer 

Bošković Institute, using the Eukaryote Total RNA Nano assay. The Bioanalyzer system allows for the 

visualisation of RNA molecules based on the size distribution. It provides information about RNA integrity, 

quantification, and purity of the samples (Sample Quality Control, Electrophoresis, Bioanalyzer | Agilent, 

n.d.). 

3.5. Equimolar sample pooling and spiking 

Prior to library preparation, I performed the equimolar pooling of samples, whereby individual RNA 

samples of the same species were combined into groups of five, referred to as a "sample pool" hereafter. To 

execute sample pooling, I selected 20 individual cuticle RNA samples from P. hercegovinensis and 25 

samples for each of the other species (P. karamani, P. coxalis, and P. anophtalmus) which showed no signs 

of contamination or degradation (confirmed by PCR and RNA electrophoresis/Bioanalyzer results, 

respectively), and favourable concentrations (at least 5 ng/µL for P. anophtalmus, and at least 20 ng/µL for 

every other species). This resulted in a total of five equimolar sample pools for P. coxalis, P. karamani, and 

P. anophtalmus, and four equimolar sample pools for P. hercegovinensis. The samples of P. coxalis, P. 

karamani, and P. hercegovinensis were pooled to a final concentration of 20 ng/µL and a total volume of 



 

 

13 

 

40 µL, meaning the total mass of RNA in a single sample pool was 800 ng. Accordingly, the mass of RNA 

from a single sample was 160 ng. On the other hand, the RNA yields from P. anophtalmus were pooled to 

the final concentrations of 10 ng/µL, and total volumes of 20 µL, with the total RNA mass of a sample pool 

being 200 ng, due to lower RNA yields. For the purpose of comparison amongst the RNA sequencing reads 

obtained from different sample pools and general library preparation workflow control, I added Spike-In 

RNA Variants (SIRV-Set 3, Lexogen), consisting of SIRV and ERCC sequences, to each sample pool. Two 

equations (1, 2) were used to calculate the volume of spike-in controls needed for the sample pools: 

𝑚𝑆𝐼𝑅𝑉 = 𝐹𝑆𝐼𝑅𝑉 × 𝐹𝑡𝑎𝑟𝑔𝑒𝑡 𝑅𝑁𝐴 × 𝑚𝑅𝑁𝐴 𝑖𝑛𝑝𝑢𝑡     (1) 

Where mSIRV is the total mass of the spike-ins to be added to each sample pool, FSIRV the fraction of 

desired SIRV reads, Ftarget RNA the fraction of the RNA targeted in the experiment and mRNA input the mass of 

RNA input per sample pool. To calculate the volume of the SIRVs needed for each sample pool, the total 

mass of the SIRVs from equation (1) is divided by the concentration of the SIRVs at the prepared dilution 

(CSIRV): 

𝑉𝑆𝐼𝑅𝑉 =
𝑚𝑆𝐼𝑅𝑉

𝐶𝑆𝐼𝑅𝑉
       (2) 

The volumes of SIRVs added to each sample pool were 1.32 µL. 

3.6. cDNA library construction 

To carry out RNA sequencing cDNA libraries were constructed and amplified to concentrations suitable 

for the next-generation sequencing technology. The lowest RNA mass used was 47.7 ng, while the highest 

was 1571.3 ng. 

3.6.1. Poly(A) selection 

To extract mRNA molecules from the total isolated cell RNA, I used the Poly(A) RNA Selection Kit 

V1.5 (Lexogen) according to the manufacturer’s instructions with some slight modifications. This method 

is based on extraction using magnetic beads with dT oligos attached. Polyadenylated RNA hybridizes to the 

oligos and is extracted using a magnet. The protocol is split into four steps: magnetic bead preparation, RNA 

denaturation, poly(A) RNA hybridization, and RNA elution. First, I prepared the magnetic beads by 

transferring 2 µL of resuspended beads to a new 1.5 mL DNA LoBind Tube (Eppendorf AG) per sample 

and placed the tubes on the magnet for 5 minutes. While still on the magnet, I removed the supernatant and 

then lifted the tubes off the magnet, adding 75 µL of the Bead Wash Buffer (BW) and washed by 

resuspending. I then put the tubes with the beads back on the magnet until the supernatant became clear (up 

to 5 minutes), removed the supernatant, and repeated the washing step. Lastly, after removing the clear 

supernatant, I added 10 – 20 µL of RNA Hybridization Buffer (HYB) to each sample and mixed by 

resuspending (I adjusted the volume of HYB based on the volumes of individual pools so that the volumes 

would be equal). With this, the beads were prepared for hybridization. For mRNA (polyadenylated RNA) 
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to hybridize, it first had to be denatured. This was done by denaturing 10 – 20 µL of the pooled samples 

(depending on the volumes of the individual sample pools) at 60 °C for 1 minute on the thermocycler and 

then cooling and holding at 25 °C. Immediately after I finished denaturing the RNA, I added the entire 

volume of RNA to the 10 µL of the previously prepared magnetic tubes and put the tubes on the thermomixer 

at 25 °C and 1250 rpm for a 20-minute incubation. Then, I transferred the tubes to the magnetic rack until 

the beads were collected and the supernatant was clear (up to 5 minutes). I removed the supernatant and 

then removed the tubes from the magnetic rack, adding 100 µL of BW and resuspending to wash the beads. 

Then, I placed the tubes on a thermomixer at 25 °C and 1250 rpm for 5 minutes. After the incubation 

finished, I placed the tubes on the magnetic rack once again and let the beads collect for up to 5 minutes, 

removing and discarding the supernatant after collection. I repeated the washing step and continued with 

the final part of the protocol – RNA elution. To elute the hybridized RNA, I removed the supernatant and 

added 12 µL of the nuclease-free water, resuspending the beads. I put the tubes on the thermomixer at 70 

°C for 1 minute, then immediately on the magnetic rack to collect the beads, for up to 5 minutes. Finally, I 

transferred 10 µL of the sample to new PCR tubes (0.5 mL AXYGEN, Corning Incorporated), avoiding the 

transfer of magnetic beads. With this, the mRNA was extracted and prepared for cDNA library generation, 

to which I proceeded immediately.  

3.6.2. Library generation 

The mRNA has to be reversely transcribed into cDNA to be sequenced. For this purpose, I used the 

CORALL Total RNA-Seq Library Generation Module and Purification Module from the CORALL RNA 

Seq with UDIs Kit (Lexogen), according to the kit’s instructions with minor modifications. The protocol is 

split into two main steps – reverse transcription and linker oligo ligation, with each of these steps followed 

by purification. The first step in generating a cDNA library is reverse transcription which is done by utilizing 

Displacement Stop Primers (DSP). To each 10 µL RNA sample, I added 18 µL of Reverse Transcription 

Mix (RTM) and 1 µL of DSP. After mixing and spinning down, samples were incubated at 94 °C for 3 

minutes, and then at 16 °C for 15 minutes on a thermocycler. Subsequently, I added 1 µL of Enzyme Mix 

1, mixed and spun down. Another incubation cycle proceeded (10 minutes at 25 °C, 40 minutes at 37 °C, 

10 minutes at 42 °C, cool to 25 °C and 1-minute hold at 25 °C). Immediately after the reverse transcription 

reaction, the samples had to be purified. I prepared a mastermix of Purification Beads (PB) and Bead Diluent 

(BD) in a 9 µL:29 µL ratio. I added a total of 38 µL of the mastermix to each sample. After mixing, samples 

were incubated for 5 minutes at room temperature. I moved the samples to the magnet and waited 

approximately 2 minutes before removing the clear supernatant. At this point, the library fragments should 

have been attached to the magnets. Then, I washed the beads (while still on the magnet) with 120 µL of 80 

% ethanol, each time incubating for 30 seconds. I removed ethanol thoroughly, carefully removing any 

leftover drops, before letting the beads dry for approximately 7 minutes. Then, I added 20 µL of Elution 
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Buffer (EB) to the beads, and let them incubate for 2 minutes at room temperature. Finally, I placed the 

samples back on the magnet and transferred the supernatant to a new PCR tube after ensuring it was 

completely clear. At this point, the libraries should consist of small cDNA fragments with partial adapter 

sequences at their 5’ ends.  

The next step in generating a library is Linker Oligo Ligation, which adds partial Illumina-compatible 

adapters at the 3’ ends of the first strand cDNA fragments. I added a mastermix of 36 µL Ligation Mix 

(LM), 1 µL dithiothreitol (DTT), 1 µL of Ligation Oligo (LO), and 2 µL of Enzyme Mix 2 (E2) to each 

sample. After mixing and spinning down, samples were incubated at 37 °C for 30 minutes. Again, another 

purification step proceeded. I added 9 µL of PB and 50 µL of BD to each sample, before incubating for 

another 5 minutes at room temperature. I transferred the samples to the magnetic rack and removed the 

supernatant after it became completely clear. Then, I added EB, removed the samples from the magnet, and 

left the samples to incubate for 2 minutes before adding Purification Solution (PS) and incubating again for 

5 minutes at room temperature, to reprecipitate the libraries. I transferred the samples back to the magnet 

and removed the supernatant when it became clear. I proceeded with the ethanol wash in the same manner 

as in the previous purification. Finally, I eluted the libraries in 20 µL of EB, thoroughly mixed them, 

incubated them for 2 minutes at room temperature, and put them back to the magnet for 5 minutes, before 

transferring 17 µL to a new tube and proceeding to the library generation step.   

3.6.3. Library amplification 

To generate enough material for sequencing, the libraries need to be amplified using PCR. Additionally, 

the PCR step adds complete adapter sequences along with UDIs (Unique Dual Indices) required for 

multiplexing. But, before proceeding to the amplification step, I performed qPCR to precisely determine the 

optimal number of cycles for the PCR reaction, to prevent over- or under-cycling of the samples. For the 

qPCR reaction, I added 2 µL of Elution Buffer to the 17 µL of samples from the previous step. Then, I 

combined 1.7 µL of the sample, 7 µL of PCR Mix, 5 µL of P7 Primer (5' CAAGCAGAAGACGGCATA 

CGAGAT 3'), 1 µL of Enzyme Mix, 1.2 µL of 2.5x SYBR Green dye, and 14.1 µL of EB. I then performed 

the reaction program stated in Table 4.  

Table 4 qPCR reaction conditions. 

Step Temperature Time Cycle number 

Initial denaturation 98 °C 0:30  

Denaturation 98 °C 0:10 

35× Annealing 65 °C 0:20 

Extension 72 °C 0:30 

Final extension 72 °C 1:00  

Hold 10 °C ∞  
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I calculated the number of cycles needed for the Endpoint PCR reaction by doing the following: 1) 

determining the maximum value of fluorescence (at the plateau phase of the qPCR), 2) calculating 50% of 

this maximum, 3) determining which reaction cycle reaches the 50% fluorescence value, 4) and finally 

subtracting 3 from the cycle number to get the optimal number of cycles for each sample.  

After determining the number of cycles needed for the final PCR amplification step, I prepared a 

mastermix containing 7 µL of Dual PCR Mix and 1 µL of Enzyme Mix for each sample, added it to each 

library, and added 10 µL of Unique Dual Index Primer pair (UDI) to each. Each sample got unique UDIs 

that allows multiplexing all libraries together. The reaction program is stated in Table 5.  

Table 5 Endpoint PCR reaction conditions. 

Step Temperature Time Cycle number 

Initial denaturation 98 °C 0:30  

Denaturation 98 °C 0:10 

14-17× Annealing 65 °C 0:20 

Extension 72 °C 0:30 

Final extension 72 °C 1:00  

Hold 10 °C ∞  

 

Lastly, I performed a purification to complete the library generation process. Again, I added 31.5 µL 

Purification Beads to each reaction, collected the beads on the magnet, and removed the supernatant when 

it became clear. I removed the samples from the magnet, added 30 µL of EB, and incubated them at room 

temperature for 2 minutes. Then, I added 30 µL of Purification Solution for the libraries to reprecipitate, 

and the libraries were incubated again for 5 minutes at room temperature before placing them on the magnet 

and discarding the clear supernatant. I repeated the ethanol wash exactly like in the previous purifications, 

added 20 µL of EB, placed the samples back onto the magnet, and finally transferred 17 µL of fully finished 

libraries to new tubes. This concluded the library generation process.  

3.7. Library quality control, pooling, and next generation sequencing 

Similarly to RNA quality control, I estimated the quality of the cDNA libraries by measuring their 

concentration using fluorimetry with a DeNovix dsDNA High Sensitivity Assay (DeNovix) kit on the DS-

11 Series Spectrophotometer/Fluorometer (DeNovix) instrument. Furthermore, to get insights into the 

integrity of the libraries, as well as their average fragment sizes, libraries were measured with the 2100 
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Bioanalyzer (Agligent) microcapillary electrophoresis instrument by the Laboratory for advanced genomics 

at the Ruđer Bošković Institute, using the High Sensitivity DNA Assay. 

After determining that libraries were of good quality, I proceeded to pool them all together in an 

equimolar manner so that 25 fmol of each library ended up in the final pool. The library pool was sequenced 

by Novogene on the Illumina NovaSeq 6000 Sequencing System (Illumina).  

3.8. Quality control and processing of raw reads  

To assess the quality of the raw reads, I used the FastQC tool (version 0.12.1, Andrews, 2010) by 

specifying the forward and reverse paired-end reads for each sample. I then concatenated the output files 

into a single comprehensive report using MultiQC (version 1.14, Ewels et al., 2016). 

Since Unique Molecular Identifiers (UMIs) were used during Library Generation (section 3.6.2) and are 

located at the beginning of the forward read, they had to be excluded from the read sequence. To accomplish 

this, I used the extract option in UMI-tools (version 1.1.5, Smith et al., 2017), which extracts the UMI 

sequence from the read and places it in the header of the sequence (the command is specified in the 

Supplement 9.1.1 UMI-tools command). 

To further ensure the quality of the reads, I trimmed adapter sequences and poly(G) sequences with the 

sequence trimming tool fastp (version 0.23.2, Chen et al., 2018). Poly(G) nucleotide sequences commonly 

occur at the read ends when sequencing strategies based on two-colour chemistry are employed, like 

Illumina NovaSeq used in this experiment. Trimming poly(G) sequences by fastp is essential for obtaining 

the best read quality. Furthermore, adapter sequences can sometimes be found at the ends of reads if 

sequencing proceeded beyond the read. Fastp automatically detects and trims adapters by overlapping each 

read pair (Chen et al., 2018). The command used for the fastp tool is specified in Supplement 9.1.2. fastp 

command. 

Since I added spike-in controls during library preparation, the SIRV and ERCC sequences were mixed 

with the endogenous mRNA sequences. For downstream de novo transcriptome assembly, the SIRV and 

ERCC reads needed to be filtered out. To achieve this, I used the STAR (version 2.7.10b) mapping tool 

(Dobin et al., 2013). (The command used for the STAR tool is specified in Supplement 9.1.3. STAR 

command). 

First, I mapped the processed reads (from the fastp output) to the SIRVome (a FASTA file containing 

all SIRV sequences) and saved the unmapped reads as an output. Next, I mapped these unmapped reads 

(which should now contain only ERCC sequences and endogenous mRNA) to the ERCC multi-FASTA file 

(a FASTA file containing all ERCC sequences) and again saved the unmapped reads as an output. 

The final unmapped reads file should contain only endogenous mRNA sequences, which can then be 

used for the de novo genome assembly (section 3.9.).  
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3.9. De novo transcriptome assembly, quality assessment, and annotation  

To assemble the transcriptomes of the four Proasellus species, I used Trinity (Trinity-v2.13.2), a tool 

specialized in de novo transcriptome assembly (Grabherr et al., 2011), using only RNA-seq reads (prepared 

as described in section 3.9.), and no reference (the command alongside the explanation is in the Supplement 

9.1.4. Trinity command). 

After obtaining the assemblies, I assessed their quality with BUSCO (version 5.5.0, (Manni, Berkeley, 

Seppey, & Zdobnov, 2021; Manni, Berkeley, Seppey, Simão, et al., 2021)), specifying transcriptome-

containing file and the Arthropoda database, which is the most taxonomically relevant database offered 

(Supplement 9.1.5 BUSCO command). Following the quality assessment, I proceeded with annotating the 

obtained transcriptomes. Prior to the annotation itself, I used the TransDecoder tool (version 5.7.1, (Haas, 

BJ.)) to find the longest open reading frames (ORFs) which then yields the most probable coding sequences 

(CDS) of the transcripts by using the TransDecoder.LongOrfs option. Then, I used the TransDecoder.Predict 

option to obtain predicted peptide sequences by translating the nucleic coding sequences (command 

specified in Supplement 9.1.6. TransDecoder options). Peptide sequences should result in better alignments 

when comparing them to database sequences since the amino-acid code is more conserved (Bininda-

Emonds, 2005). Therefore, using them instead of nucleic acid sequences should provide better annotations 

for the transcriptome.  

Finally, I used these peptide sequences to create annotations using the EggNOG-mapper tool (version 

2.1.10, Cantalapiedra et al., 2021) which creates functional annotations based on gene orthology (command 

specified in Supplement 9.1.7. EggNOG-mapper command). The mapping is done against the EggNOG 

database (version 5.0.2, Huerta-Cepas et al., 2019) with the DIAMOND sequence aligner (version 2.1.8., 

Buchfink et al., 2021).  

3.10. Read mapping and calculating expression   

The next step in the analysis was to obtain gene expression levels by mapping the reads back to the 

assembled transcriptomes and counting the number of reads mapped to each transcript. This process can be 

achieved with the RSEM tool (Li et al., 2011), but since I used UMIs for deduplication purposes, a lot of 

preprocessing had to be done beforehand (the entire pipeline can be found in the Supplement 9.1.8. Read 

processing, mapping, and expression calculation pipeline). 

First, I trimmed the reads with Trimmomatic (version 0.39, Bolger et al., 2014a) with the same 

parameters as the ones used in Trinity (see Supplement 9.1.4.) to ensure that I used the same reads of the 

same quality. Next, I mapped the trimmed reads to the corresponding transcriptomes using bowtie2 

(Langmead et al., 2012), following the exact parameters that the RSEM tool uses for mapping if bowtie2 is 

specified, for consistency. After the mapping process, I converted the obtained SAM file to a BAM file for 
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easier manipulation using the SAMtools view command (version 1.19, Danecek et al., 2021). The BAM file 

had to then be sorted, which I again achieved using SAMtools (Supplement 9.1.8. sort command). 

Finally, I could deduplicate the sequences using the UMI-tools (Smith et al., 2017) dedup function based 

on UMI sequences that were extracted to the header (as explained in section 3.8.), also discarding any 

chimeric or unpaired reads. Again, I sorted the BAM file since it was unsorted during UMI deduplication 

using SAMtools (Supplement 9.1.8. sort command #2). 

The last step before calculating the gene expression was preparing the BAM file for RSEM. Redundant 

reads need to be removed because otherwise, they prevent RSEM from working. I achieved this with a 

dedicated script included in UMI-tools: prepare-for-rsem (Supplement 9.1.8. UMI-tools prepare-for-rsem 

command). Lastly, I calculated the expression levels using the RSEM rsem-calculate-expression function 

(version 1.3.1), specifying alignments since I already had BAM files (mapped reads). 

3.11. Assessing the quality of the RNA-seq workflow with spike-in controls  

To further examine the quality of the RNA sequencing workflow, I assessed the spike-in controls added 

during library preparation. For consistency and comparability with the sample reads, I followed the same 

procedure of read mapping and calculating expression, matching the exact parameters described in section 

3.10. It consisted of mapping the trimmed reads to the SIRVome (a fasta file containing all SIRV sequences) 

and to the ERCC transcripts (a fasta file containing all ERCC sequences). These mapped reads went through 

the same sorting, deduplicating, and expression calculating steps. Finally, to assess these spike-in controls, 

I utilized the SIRVsuite tool (command in Supplement 9.1.9. SIRVsuite command).  

3.12. Finding orthologues with OrthoFinder 

To achieve the cross-species differential gene expression comparison, orthology has to be inferred in 

order to compare the orthologues genes. For this purpose, I utilized OrthoFinder (version 2.5.4, Emms et 

al., 2019), a tool for comparative genomics, under the default settings, with DIAMOND sequence aligner 

(version 2.1.8., Buchfink et al., 2021). 

The next step was to associate the transcripts of all four species to their respective orthogroups inferred 

with OrthoFinder. I decided to use the hierarchical orthogroups output file since it should be the most 

accurate as it uses rooted gene (transcript) trees instead of gene (transcript) similarity (Emms et al., 2019). 

Firstly, I filtered out any orthogroup that didn’t have at least one representative transcript for each species. 

This step ensures only comparing transcripts (genes) present in all four species (Supplement 9.1.10. Python 

script 1). 

Then, I extracted the orthogrups from this file, associating them to the corresponding transcripts in the 

RSEM counts output file that was to be used for the differential gene expression analysis (Supplement 

9.1.11. Python script 2). After adding the orthogroups to all the corresponding transcripts in the RSEM files, 
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I filtered out any transcripts from any of the new files that didn’t have an associated orthogroup (these 

transcripts should be the ones excluded in the first step after removing orthogroups that didn’t have 

representative transcripts of all four species; Supplement 9.1.12. Python script 3).  

Some of the orthogroups had multiple transcripts associated within one species. In such cases, following 

the method of Stern et al., (2018), I summed up the expected counts of all those transcripts under one 

orthogroup (Supplement 9.1.13. Python script 4). Since the RSEM output file also contains information 

about the length and effective length of each transcript, in occurrences where I had to group multiple 

transcripts, I only left the length value of the longest transcript and the corresponding TPM and FPKM 

values, removing this information for the shorter transcripts. After modifying the RSEM files in such a way, 

the orthogroup IDs act as gene IDs, and their differential expression can be inferred downstream. 

3.13. Differential gene expression analysis with DESeq2 

To perform the differential gene expression analysis, I employed R (v4.3.2, R Core Team, 2024), 

utilizing the DESeq2 package (v1.42.0, Love et al., 2014) within R-Studio (v2023.9.1.494, Posit team, 

2024), creating pairwise comparisons of differentially expressed genes between each two species. I also 

implemented the DESeq2 package for sample clustering, including hierarchical clustering to produce 

heatmaps, and PCA analysis for a broader comparison of all four species. To obtain clustering results, I 

implemented the variance-stabilizing transformation (VST) data transformation method. Full scripts used 

can be found in the Supplement (9.1.14. DESeq2 analysis: A pairwise comparison example script; 9.1.15. 

DESeq2 analysis: sample clustering). After identifying the differentially expressed genes, I analyzed the 

overlap of up-regulated genes between P. anophtalmus and P. hercegovinensis. I performed a similar 

analysis for the down-regulated genes. Additionally, I compiled separate lists of genes that were exclusively 

up-regulated or down-regulated in either P. anophtalmus or P. hercegovinensis. 

3.14. Gene ontology analysis with topGO and REVIGO 

After inferring differentially expressed genes with DESeq2, I performed a gene ontology (GO) analysis 

with the topGO (Alexa & Rahnenfuhrer, 2024) package in R (v1.42.0, Love et al., 2014) within R-Studio 

(v2023.9.1.494, Posit team, 2024), analysing all three categories of GO terms of up- and down-regulated 

genes: biological processes, molecular functions and cellular components based on GO IDs obtained by 

EggNOG annotation. I utilized the ‘classic’ algorithm and Fisher’s method to obtain p-values of GO terms, 

analysing only GO terms with a p-value of 0.05 or lower. I inferred GO terms of genes up-regulated solely 

in P. anophtalmus utilizing the intersections of pairwise comparisons of P. anophtalmus and every other 

species. I did the same for genes up-regulated in P. hercegoviensis. To visualise and reduce the gene 

ontology terms, I utilised the REVIGO tool (version 1.8.1, Supek et al., 2011). Full scripts can be found in 

the Supplement (9.1.16. topGO analysis). 
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4. Results 

Additional RNA and cDNA library quality control results can be found in the Supplement (9.2.1. RNA 

and cDNA library quality), and the spike-in quality control results can be found in the Supplement (9.2.3 

Spike-in quality control – individual sample quality).  

4.1. Sequence processing statistics and transcriptome assembly statistics 

The NovaSeq 6000 Illumina sequencing of the cDNA libraries yielded between 17.4 and 24.6 million 

raw reads per library, or between 2.52 and 3.53 Gb, with at least 92.1% of those bases having a quality score 

of Q30 or above. Duplication levels of raw, unprocessed reads ranged from 16.1% to a maximum of 39.7%, 

depending on the sample, with only four samples having such high duplication levels. The GC content 

ranged from 38% to 41%, being relatively consistent within the species (Table 6). None of the samples had 

a significant number of unassigned basses within the reads. In contrast, all of the samples had some degree 

of leading bases present at the beginning of the reads, and the majority (18 out of 19) samples had 

overrepresented sequences as a result of the adapter content that was detected in all samples (Supplement 

Figure S3). Removal of the adapters after trimming the reads with the fastp tool can be seen in Supplement 

Figure S4 where base contents are more uniform. Any remaining low-quality reads or parts of reads were 

successfully removed with further trimming and filtering with Trimmomatic, dropping no more than 1.9% 

of reads of any sample.  

After assembling the reads into transcripts, the entire transcriptomes consisted of more than 100000 

transcripts, ranging from around 280 bp to over 36000 bp. The mean transcript length is around 1100 bp for 

all four species. The GC content also appears uniform across species, being 36% in the assemblies. Overall 

mapping rates of processed reads back to the assembled transcriptomes were high, the lowest being 87.6%. 

Additionally, all four transcriptomes showed high levels of completeness, having more than 89% of 

complete BUSCOs and less than 5% of missing BUSCOs.   
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Table 6 Sequence processing statistics and mapping rates for each sample, transcriptome assembly statistics 

and transcriptome completeness for each species. 

Species 
Proasellus anophtalmus  

(PA) 

Proasellus coxalis  

(PC) 

Proasellus hercegovinensis 

(PH) 

Proasellus karamani 

(PK) 

Sample 1 2 3 4 5 1 2 3 4 5 1 2 3 4 1 2 3 4 5 

Sequence processing 

Raw reads (M) 18 17.6 19.2 18.4 19.4 18.4 23 17.4 24.6 18.2 21.2 19.6 20.6 18.8 20 18 21.2 18.2 18.8 

Raw bases (Gb) 2.58 2.52 2.75 2.65 2.80 2.65 3.31 2.52 3.53 2.06 3.06 2.84 2.97 2.71 2.88 2.88 2.60 3.05 2.63 

Q30 % 92.7 92.4 92.6 92.0 92.1 93.4 93.5 93.4 93.0 95.0 93.0 92.2 92.8 92.9 92.1 92.1 92.1 92.7 93.4 

Clean reads (M) 17.8 17.4 19 18.2 19.2 18.2 22.8 17.4 24.2 18 21 19.4 20.4 18.6 19.8 17.8 20.8 18 18.6 

GC content (%) 41 39.5 41 41 41 40.5 40 40 40 40 39 40 40 40 40 41 38 39.5 39 

Assembly statistics 

Transcripts (#) 124866 144241 120069 161524 

Min. length (bp) 289 279 280 282 

Max. length (bp) 31547 36818 23040 33109 

Mean length (bp) 1107.69 1160.77 1089.9 1072.8 

Median length 

(bp) 
697 731 688 666 

N90 469 489 461 450 

N70 939 1004 927 902 

N50 1597 1699 1570 1546 

N30 2602 2731 2532 2556 

GC content (%) 36% 36% 36% 36% 

L50 23576 27216 22918 30164 

L90 87933 100563 84756 114206 

Transcriptome completeness 

Complete (%) 95.46% 90.33% 89.63% 93.39% 

Fragmented (%) 2.86% 5.33% 6.61% 4.05% 

Missing (%) 1.68% 4.34% 3.75% 2.57% 

Mapping 

Overall mapping 

(%) 
91.0 89.3 91.6 91.7 91.5 92.0 90.8 91.2 90.9 90.9 89.6 89.3 89.4 89.5 90.9 90.1 87.6 89.4 89.8 

 

4.2. Gene orthology  

A total of 80597 orthogroups were found using OrthoFinder when analysing 550700 sequences from all 

four transcriptomes. Out of these orthogroups, 40768 (50.6%) were species-specific, amounting to 31.5% 

of all sequences. Of all orthogroups, 9120 (11.3%) were present in all four species and therefore used for 

downstream analysis. Overall, 87.8% of sequences were assigned to orthogroups, leaving 12.2% of 

sequences unassigned. An average orthogroup consisted of six sequences, while a median orthogroup size 

was four sequences. The G50 value for assigned sequences is 8, indicating that 50% of orthogroups contain 
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at least eight sequences. Meanwhile, the O50 is 16159, meaning that 50% of all assigned sequences are 

encompassed in 16159 orthogroups. Among all four species, P. anophtalmus had the highest percentage of 

sequences assigned to orthgroups, and P. karamani had the least, with close to 20% of all sequences 

unassigned to orthogroups. On the other hand, P. karamani had the highest percentage of sequences in 

species-specific orthogroups, while P. hercegovinensis had the least (Table 7).  

Table 7 OrthoFinder gene orthology statistics for all four Proasellus species. 

Species 
Proasellus 

anophtalmus 

Proasellus 

coxalis 

Proasellus 

hercegovinensis 

Proasellus 

karamani 

Percentage of 

sequences in 

orthogroups 

91.80% 89.60% 91.50% 80.20% 

Percentage of 

unassigned 

sequences 

8.20% 10.40% 8.50% 19.80% 

Percentage of 

sequences in 

species-

specific 

orthogroups 

18.60% 38.10% 15.30% 47.70% 

 

When comparing the overlaps in orthogroups among all four species, it is evident that P. anophtalmus 

and P. hercegovinensis share the largest number of orthogroups, nearly doubling every other overlap (Table 

8). On the other hand, P. karamani shares the smallest amount of orthogroups with other species, aligning 

with the highest percentage of species specific orthogroups.  

Table 8 Overlap of orthogroups in pairwise comparisons between each two species.  

Species P. coxalis P. hercegovinensis P. karamani 

P. coxalis 
 

  

P. hercegovinensis 16727 
  

P. karamani 12479 15523 
 

P. anophtalmus 17267 30017 15410 
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Furthermore, OrthoFinder produced a species tree inferred from all analysed orthogroups, (Figure 5). It 

is evident that based on orthogroups, or rather transcriptome sequences, cave species (P. anophtalmus and 

P. hercegovinensis) are grouped together. Both of these species branch from the same root. P. coxalis has 

the longest branch, while P. karamani is the root of the tree. 

 

Figure 5 Species tree inferred from all analysed orthogroups. Tree was produced by OrthoFinder. 

4.3. Differentially expressed genes and gene ontology 

Comparing each species to all other species resulted in a total of six pairwise comparisons of 

differentially expressed genes with DESeq2. It has to be noted that, in this case, a gene is approximated to 

an orthogroup since one orthogroup encompasses multiple similar transcripts, likely transcribed from the 

same gene. Each comparison was visualised with a MA plot, showing the distribution of differentially 

expressed genes – plotting the log2 fold change (L2FC) value of a gene against its mean of normalized 

counts. All six comparisons resulted in very similar MA plots, an example of which is shown in Figure 6. 

The MA plot shows the comparison of P. coxalis and P. anophtalmus where dots on the plot represent 

differentially expressed genes – dots above the middle line (with an L2FC value above zero) are genes up-

regulated in P. coxalis (or down-regulated in P. anophtalmus). The dots bellow the middle line (with L2FC 

below zero) are genes up-regulated in P. anophtalmus (or down-regulated in P. coxalis). If a dot is blue, the 

result is statistically significant, with a p-value of 0.05 or lower (95% significance). Grey dots are 

statistically unsupported genes. Even though the lower range of gene counts has more unsupported genes, 
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the statistically significant genes span the entire range of count numbers. The L2FC values span from -11.6 

to 13.4, with the lowest changes in expression being around -0.4 to 0.4.  

 

Figure 6 MA plot of differentially expressed genes between P. coxalis and P. anophtalmus. Positive log2 

fold change values represent genes up-regulated in P. coxalis, while negative values represent genes up-

regulated in P. anophtalmus. Blue dots represent statistically significant genes. The plot was produced with 

DESeq2. 

4.3.1. Sample clustering 

Apart from pairwise comparisons, sample clustering was performed in an all-versus-all manner. A 

heatmap displaying the top 200 differentially expressed genes with the highest L2FC values is shown in 

Figure 7. Red tones represent the highest L2FC values, while the lowest values are represented with blue 

tones. Each species has its pattern on the heatmap, with P. karamani and P. anophtalmus having higher 

L2FC values than the other two species.  
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Figure 7 Heatmap displaying the top 200 differentially expressed genes with the highest L2FC values across 

all samples. Each row denotes a single differentially expressed gene while the plot is split into four major 

sections, one for each species. The numbers in each of the samples represent the replicate samples of each 

species. A legend is depicted on the right side, showing a coloured scale for the L2FC values, with red being 

the highest. The plot was produced with DESeq2. 

A sample-to-sample distance plot shown in Figure 8 highlights the uniformity of the samples withing a 

species (dark blue colour), and also a disparity between species (light blue colour). Additionally, the tree 

surrounding the distance heatmap implies the same relatedness between species as the species tree produced 

by OrthoFinder in Figure 5.   
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Figure 8 Sample-to-sample distance plot displaying distances between each sample with dark blue 

indicating more similarity, and light blue indicating the most distance. Each individual sample is denoted 

by a symbol indicating the species, and a number. The plot was produced by DESeq2.  

Following the sample-to-sample distance plot, the PCA plot in Figure 9 confirms a strong sample 

grouping within each species and a discrepancy among all four species. The plot displays the two first 

principal components: PC1 holding 38% of all variance, and PC2, holding 34% of all variance. The two 

components hold a nearly identical percentage of variance, implying the two components are crucial for 

species differentiation. The two cave species (P. anophtalmus and P. hercegovinensis) separate due to the 

PC2 component, while there is virtually no separation in the PC1 component. The two surface species (P. 

coxalis and P. karamani) display an opposite trend, differentiating according to the PC1 component. 

Accordingly, the cave species and surface species differentiate themselves with both of the principal 

components.  
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Figure 9 PCA plot showing the first two principal components (PC1 and PC2) displaying the clustering and 

the separation of the Proasellus species. Habitat is represented by shapes, and species by colours. The plot 

was produced with DESeq2. 

4.3.2. Differentially expressed genes – statistics  

The numbers of statistically significant differentially expressed genes between each two species are listed 

in Table 9. The numbers exceed 5000 genes in each case, with the number being the highest between P. 

anophtalmus and P. karamani and the lowest being between P. anophtalmus and P. hercegovinensis. The 

total number of genes compared was 9120 (the number of orthogroups present in all four species), indicating 

that 61% to 65% of all analysed genes are differentially expressed.  

Table 9 Numbers of differentially expressed genes in pairwise comparisons between each two species.  

Species 
Proasellus 

anophtalmus 

Proasellus 

coxalis 

Proasellus 

hercegovinensis 

Proasellus anophtalmus    

Proasellus coxalis 5539   

Proasellus hercegovinensis 5335 5539  

Proasellus karamani 5912 5849 5550 
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4.3.3. Differentially expressed genes of P. anophtalmus 

A total of 134 annotated genes are uniquely up-regulated in P. anophtalmus compared to all other 

species. All of these 134 genes have an L2FC value of at least one in at least one of the three comparisons 

and a p-value of 0.05 or less in all instances. A list containing the top 50 up-regulated genes can be found 

in Supplement 9.2.4. (Table S2). 

Based on the GO terms (Figure 10), most of the up-regulated genes are associated with biological 

processes of anatomical morphogenesis (e.g., organ growth, adipose tissue development, mechanoreceptor 

differentiation), detection of chemical stimulus involved in sensory perception (e.g., adaptive immune 

response, circadian sleep/wake cycle, response to oxidative stress), and positive regulation of cellular 

component biogenesis (e.g., negative regulation of Notch signaling pathway). Two other major groups are 

the chondroitin sulfate proteoglycan metabolic process and cellular anatomical entity morphogenesis. 

 

Figure 10 Tree map of gene ontology terms of up-regulated genes in P. anophtalmus associated with 

biological processes inferred by topGO. Tree map made with REVIGO.  

When it comes to the cellular localisation of the up-regulated genes, it is evident that most of them 

localise in the plasma membrane and the cell periphery, but also as parts of various complexes such as the 

ubiquitin ligase complex (Figure 11).  
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Figure 11 Graph of gene ontology cellular compartments terms of up-regulated genes in P. anophtalmus 

inferred by topGO. Tree map made with REVIGO.  

The molecular functions of these genes range from glycosiltransferase activity and peptide 

transmembrane transporter activity to phosphoric ester hydrolase activity (Figure 12).  

 

Figure 12 Tree map of gene ontology terms of up-regulated genes in P. anophtalmus associated with 

molecular functions inferred by topGO. Tree map made with REVIGO. 
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On the other hand, there are 643 annotated genes that are uniquely down-regulated in P. anophtalmus 

compared to all other species. All of these 643 genes have a L2FC value of at least one in at least one of the 

three comparisons, and a p-value of 0.05 or less in all instances. A list of genes with the highest expression 

levels is in the Supplement 9.2.4. (Table S3). 

Biological processes related GO terms of down-regulated genes are shown in Figure 13, with major 

groups being translation (e.g., mRNA processing, RNA splicing, translational initiation), ribosome 

biogenesis and negative regulation of macromolecule biosynthetic process (e.g. regulation of amide 

metabolic process, cellular response to cAMP).  

 

Figure 13 Tree map of gene ontology terms of down-regulated genes of P. anophtalmus associated with 

biological processes inferred by topGO. Tree map made with REVIGO. 

A network of cellular compartments associated with the down-regulated genes is far more complex than 

the one for up-regulated genes, as seen in Figure 14. Down-regulated genes localise in various organelles 

like the mitochondrion or the nucleus, in the cytoplasm, vesicles, ribosomes, and many cellular complexes. 

Their molecular functions seem primarily associated with RNA and protein binding, peptidase regulation, 

transmembrane transport activity, or ribosome-associated (Figure 15). 
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Figure 14 Graph of gene ontology cellular compartments terms of down-regulated genes in P. anophtalmus 

inferred by topGO. Tree map made with REVIGO. 

 

Figure 5 Tree map of gene ontology terms of down-regulated genes of P. anophtalmus associated with 

molecular functions inferred by topGO. Tree map made with REVIGO. 
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4.3.4. Differentially expressed genes of P. hercegovinensis 

There is a total of 128 annotated genes that are up-regulated in P. hercegovinensis in comparison to the 

other three species. All of these genes have a L2FC of at least one, in at least one of the comparisons against 

other three species, and p-values of 0.05 or less. Genes with the highest L2FC values (top 50) are listed in 

Supplement 9.2.5. (Table S4). 

A look into the GO terms of the 128 up-regulated genes puts them in four major categories based on the 

biological processes they are associated with (Figure 16). The categories are behavioural response to 

cocaine (e.g., habituation, behaviour), regulation of cellular response to hypoxia, myosin filament assembly 

and mitochondrial translation (e.g., mitochondrial gene expression).  

 

Figure 6 Tree map of gene ontology terms of up-regulated genes of P. hercegovinensis associated with 

biological processes inferred by topGO. Tree map made with REVIGO. 

The activity of these genes is localised in supramolecular complexes, actin cytoskeleton, organellar 

ribosomes and other cellular compartments shown in Figure 17.  
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Figure 7 Graph of gene ontology cellular compartments terms of up-regulated genes in P. hercegovinensis 

inferred by topGO. Tree map made with REVIGO. 

Molecular functions of the up-regulated genes are separated in seven groups, the two major being heat 

shock protein binding and pre-mRNA binding (Figure 18).  

 

Figure 18 Tree map of gene ontology terms of up-regulated genes of P. hercegovinensis associated with 

molecular functions inferred by topGO. Tree map made with REVIGO. 
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A total of 93 annotated genes are down-regulated in P. hercegovinensis in comparison to the other three 

species. All of these genes have a L2FC of at least one, in at least one of the comparisons against other three 

species, and p-values of 0.05 or less. Genes with the highest L2FC values (top 50) are listed in Supplement 

9.2.5 (Table S5).  

Most of these genes are associated with the biological processes of positive regulation of synapse 

maturation, transcription and tissue migration. Various terms are united under the GO term of positive 

regulation of synapse maturation, like the regulation of stem cell division, or positive regulation of pigment 

cell differentiation (Figure 19). 

 

 

Figure 8 Tree map of gene ontology terms of down-regulated genes of P. hercegovinensis associated with 

biological processes inferred by topGO. Tree map made with REVIGO. 

According to the cellular compartment GO terms, the down-regulated genes primarily localise in 

organelles, and chromosomes, but also in various complexes like the protein-DNA complex or transcription 

repression complex (Figure 20). The molecular functions of these genes are associated with histone binding, 

nucleic acid binding and acyltransferase activity (Figure 21). 
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Figure 20 Graph of gene ontology cellular compartments terms of down-regulated genes in P. 

hercegovinensis inferred by topGO. Tree map made with REVIGO. 

 

Figure 21 Tree map of gene ontology terms of down-regulated genes of P. hercegovinensis associated with 

molecular functions inferred by topGO. Tree map made with REVIGO. 
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4.3.5. Common gene expression patterns of P. anophtalmus and P. hercegovinesis 

In total, 12 common genes are up-regulated in both cave species, P. anophtalmus and P. hercegovinensis 

when each is compared to both outside species (P. coxalis and P. karamani), with seven of them having a 

L2FC value above one in at least three out of four pairwise comparisons. Those seven genes are listed in 

Table 10. Some genes reach extremely high expression levels, like C15orf48 that has 362 times higher 

expression levels in P. hercegovinensis compared to P. karamani. On the other hand, there are far more 

down-regulated genes which meet the criteria, a total of 77, which are listed in the Supplement 9.2.6. (Table 

S6). 

Table 10 Commonly up-regulated genes of P. anophtalmus and P. hercegovinensis. This list contains an 

overlap of genes that are up-regulated both in P. anophtalmus and P. hercegovinensis in four pairwise 

comparisons (P. anophtalmus (PA) vs P. coxalis (PC), P. anophtalmus vs P. karamani (PK), P. 

hercegovinensis (PH) vs P. coxalis (PC), and P. hercegovinensis vs P. karamani (PK)). A sum of L2FC 

values determined the order of the list. A preferred name for the gene, a brief description of the function, 

and PFAM domains are also listed.   

Gene ID/HOG 

ID 

L2FC 

PA vs 

PC 

L2FC 

PH vs 

PC 

L2FC 

PA vs 

PK 

L2FC 

PH vs 

PK 

Preferred 

name 
Description PFAMs 

N0.HOG0034425 3.462 2.161 2.437 8.509 C15orf48 
Proton transmembrane 

transport 
B12D 

N0.HOG0009928 5.324 2.608 1.504 0.730 ATRN Kelch motif 

CUB, EGF_2, 

Kelch_1, Kelch_3, 

Kelch_4, Kelch_5, 

Kelch_6, 

Laminin_EGF, 

Lectin_C, PSI 

N0.HOG0006722 2.103 1.017 1.889 4.579 IPO9 Ran GTPase binding IBN_N, Xpo1 

N0.HOG0006566 1.669 1.025 2.921 4.287 DESI2 
PPPDE putative peptidase 

domain 
Peptidase_C97 

N0.HOG0024952 1.702 2.466 4.031 1.799 TTK 
Broad-Complex, Tramtrack 

and Bric a brac 
BTB, HTH_psq 

N0.HOG0023553 3.090 1.688 1.862 2.365 BMP2 
Transforming growth factor-

beta (TGF-beta) family 

TGF_beta, 

TGFb_propeptide 

N0.HOG0016371 1.104 2.556 1.518 2.693 YARS2 Tyrosyl-tRNA synthetase tRNA-synt_1b 

 

Gene ontology terms associated with biological processes point out to several major functions of the 

down-regulated genes (Figure 22). They are enrolled in processes of NADH dehydrogenase complex 

assembly, many catabolic processes (e.g., glycoprotein catabolic process, insulin catabolic process, protein 

catabolic process) and general metabolic processes. Furthermore, there is a down-regulation of respiratory 

electron chain associated genes, as well as vision-related genes (post-embryonic eye development, eye 

pigment precursor transport, phototransduction). Many of these genes localise in the mitochondrion and its 

complexes, but also in Golgi-associated vesicles and membranes like the melanosome membrane (Figure 

23). 
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Figure 22 Tree map of gene ontology terms of common down-regulated genes of P. anophtalmus and P. 

hercegovinensis associated with biological processes inferred by topGO. Tree map made with REVIGO.  

 
Figure 23 Graph of gene ontology cellular compartments terms of common down-regulated genes in P. 

anophtalmus and P. hercegovinensis inferred by topGO. Tree map made with REVIGO. 
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Molecular functions of the commonly down-regulated genes include nuclear receptor activity and 

associated functions, 7S RNA binding, chromatin binding, electron transfer activity, hormone binding and 

many others (Figure 24).  

 

Figure 24 Tree map of gene ontology terms of common down-regulated genes of P. anophtalmus and P. 

hercegovinensis associated with molecular functions inferred by topGO. Tree map made with REVIGO. 
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5. Discussion  

5.1. RNA-seq library construction and sequencing was successful regardless of small 

cuticle tissue amounts 

Despite RNA yields from some individuals being as much as four times lower than the recommended 

amount of 200 ng (Wang et al., 2019) for RNA sequencing experiments, careful equimolar sample pooling 

of high-quality samples ensured a successful library construction. All libraries were of expected size and 

quality, thus proving that RNA extraction and subsequent cDNA library construction can be done from 

cuticular tissue of Proasellus isopods. Consequently, the quality of raw reads was very high as well, with 

over 92% of bases of each sample reaching the Phred score Q30 or above with less than 2% of reads being 

dropped after trimming and filtering. Sequence duplication levels were also relatively low, suggesting a 

higher complexity of cDNA libraries and sequenced reads.  

Spike-in controls, artificial sequences added before advancing to the library generation process, signal a 

high uniformity of the samples and no bias towards a species. Even though there were some deviations from 

the expected concentrations of certain SIRV isoforms, the patterns of deviations were relatively uniform 

across all samples. This could suggest that during library preparation or sequencing some RNA sequences 

were underrepresented or entirely missing. Nevertheless, the high Pearson correlation coefficients observed 

in the ERCC correlation analysis suggest no apparent bias towards sequences based on their abundance. 

Even the ERCC sequences with very low concentrations were captured in the library preparation and 

sequencing processes. Thereafter, these controls prove to be a valuable asset when analysing RNA-seq data. 

This is especially the case in comparative transcriptomics when mRNA from different species needs to be 

compared. The uniformity of the results obtained by the spike-in analysis confirms the accuracy and 

reproducibility of the implemented methods and the comparability of the results between different species. 

There is, of course, room for improvement of the used methods, to try and capture more of the SIRV 

isoforms in their expected concentrations.  

5.2. Cuticles yield transcriptomes of high completeness  

Even though transcriptomes were assembled de novo solely from the cuticles of the individuals, 

according to BUSCO results, their completeness is very high compared to the Arthropoda database. 

Assembly statistics are uniform across all four transcriptomes, from median transcript length to N50 

statistics. Maximum, minimum, and mean transcript lengths all match the values of whole-body 

transcriptomes of the same species assembled by Jovović et al. (2024). The N50 values particularly indicate 

the quality of the assembly. In all four transcriptomes, the N50 values were larger than the mean transcript 

lengths and also larger than the mean transcript lengths of independently assembled whole-body 

transcriptomes (Jovović et al., 2024), indicating a good assembly quality (Clarke et al., 2013). Additionally, 
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high mapping rates of 89% and above are considered excellent (Clarke et al., 2013), and further confirm the 

good quality of the assembled transcriptomes, indicating low amounts of misassembled transcripts. 

A large majority (87.8%) of the transcripts were assigned to orthogroups, but only a small amount 

(11.3%) were present in all four species and therefore useable for gene expression comparison. At the same 

time, with G50 of orthogroups being 8, this suggests that the majority of orthogroups might consist of 

intraspecies paralogues rather than interspecies orthologues. Considering the fact that transcriptomes were 

used in the analysis, the increased number of sequences per species could stem from multiple isoforms a 

certain gene can have, which were captured by sequencing, rather than being actual paralogues. Further 

analysis should be done with tools like PIC-Me, to differentiate isoforms and paralogues (Oh et al., 2021).  

In addition, it is to be noted that P. coxalis and P. karamani have double the amounts of species-specific 

orthogroups compared to P. anophtalmus and P. hercegovinensis which also have the largest number of 

common orthogroups. This finding could indicate a larger evolutionary divergence of P. coxalis and P. 

karamani to all other compared species. Or, at the same time, allude to a close relatedness of P. anophtalmus 

and P. hercegovinensis.  

The same kind of relationship between species is portrayed in the species tree. While the connection 

between P. anophtalmus and P. hercegovinensis was also confirmed in the species tree obtained by Jovović 

et al. (2024), the root of the Asselidae family in this study appears to be P. coxalis instead of P. karamani. 

This difference in species trees could arise from the fact that only cuticular mRNA was used in this 

experiment, compared to the whole-body mRNA, or because of the fact that the species tree in Jovović et 

al. (2024) was constructed with 11 instead of four species.  

5.3.  Adaptations to the cave environment 

Arguably the best way to isolate genes responsible for adapting to the cave environment is by looking at 

overlaps between up-regulated genes of P. anophtalmus and P. hercegovinensis in their pairwise 

comparisons to the two surface species, and doing the same with the down-regulated genes. This should 

indicate genes which are up- or down-regulated as a result of living in a cave environment, rather than 

species-specific differential expression. There is a total of only seven such up-regulated genes, with 

consistently high L2FC values (one and above) in at least three out of four pairwise comparisons.  

On the contrary, 77 down-regulated genes meet the same criteria, exactly 11 times more. This might not 

be that surprising, considering the fact that a lot of outside influences are eliminated in the cave environment, 

and the overall metabolism is slower (Hervant et al., 2002), lowering the demands for many gene products.  

One such differentially expressed gene, with particularly high expression levels, is C15orf48, a 

mitochondrial protein with a function in modulating cytochrome c oxidase in complex IV of the electron 

transport chain. It has also been shown that it induced stress-independent autophagy, and regulated oxidative 
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stress (Takakura et al., 2024). Reactive oxygen species (ROS) which induce oxidative stress, have been 

shown to be released from complex III in the electron transport chain during hypoxia, as a signal to trigger 

a response for the condition (Guzy et al., 2006). This could potentially explain the up-regulation of C15orf48 

which could serve as one of the mechanisms to mitigate the hypoxia-induced oxidative stress. Up-regulated 

genes of P. hercegovinensis show GO terms associated with response to hypoxia, giving additional 

confirmation to the observation. This could indicate a potential mechanism that cave-dwelling isopods use 

to deal with the lack of oxygen in subterranean waters. 

Another interesting find is the up-regulation of IPO9 gene that encodes the nuclear Importin-9. It has 

been found that Importin-9 functions as a storage chaperone for histones (H2A and H2B), it escorts them to 

the nucleus, but also sequesters them from DNA, hinting at a transcription regulation mediator function 

(Padavannil et al., 2019). Furthermore, Importin-9 has a role in proteasome import, which has been shown 

in Drosophilla where it has also been found to regulate chromosome segregation (Palacios et al., 2021). The 

maintenance of nuclear actin levels needed for transcriptional activity regulation is also mediated by 

Importin-9, which has been found to transport actin into the nucleus (Dopie et al., 2012). All of these 

findings suggest an important role of Importin-9, mediating transcriptional activity through histones, actin, 

and protein degradation. Its up-regulation could suggest a convergent mechanism of transcription regulation 

among the cave-dwelling Proasellus species. With emphasis on a potentially broad influence of Importin-

9, it could be suggested that an up-regulation of one such gene can influence the activity of multiple 

pathways by mediating their expression levels. 

5.3.1. Attractin – a “jack of all trades” in a cave environment?  

Attractin, encoded by the Atrn gene is a widely expressed gene in vertebrates (Gunn et al., 1999). The 

protein contains a CUB domain, and multiple EGF and Plexin domains (He et al., 2001). While this protein 

is a single-transmembrane-domain glycoprotein (Gunn et al., 1999), a secreted isoform has been detected 

in humans with a regulatory role during an inflammatory reaction (Tang et al., 2000). Homologs of this 

protein have been found in invertebrates as well, suggesting an evolutionary conservation of the sequence 

and a pleiotropic role of the protein (He et al., 2001). As such, attractin has been found to serve multiple 

functions. Mutations in the Atrn gene led to a reduced body mass and adiposity as well as an increase in 

locomotor activity in mice carrying homozygous mutations (Gunn et al., 2001). If such an effect is present 

in invertebrates, or more specifically, cave isopods, it could have devastating consequences for an organism 

trying to navigate a nutrient-poor environment. On the contrary, an increase in the expression levels of an 

Atrn homolog in both P. anophtalmnus and P. hercegovinensis could suggest the opposite, less locomotor 

activity and better nutrient preservation and storage, all highly valuable in a scarce cave environment.  

Furthermore, attractin seems to have a role in the central nervous system ensuring normal myelination 

(Kuramoto et al., 2001) while some findings suggest that attractin has a protective role against 
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environmental toxins and helps prevent neurodegeneration (Paz et al., 2007). Again, if such role is present 

in the Proasellus attractin homologues, this gene’s up-regulation would prove beneficial in a cave 

environment, especially focusing on toxin protection.  

Additionally, Atrn appears to be expressed in the hair folicle melanocytes, while its expression is low in 

the non-pigmented cells. Mice with mutations in the Atrn gene appear to synthesize only eumelanin and no 

pheomelanin (He et al., 2001). Isopods use ommochrome pigments for their body pigmentation, however 

there are structures in their bodies which are melanized such as mouth parts (Jovović et al., unpublished). If 

a pigmentation-related function of Atrn is present in the cave isopods, it could provide additional insights 

into pigment rearrangements upon entering a cave environment. 

Presuming the conservation of attractin functions in a Proasellus homolog, it is clear to see why it’s up-

regulation would be beneficial in a cave environment. With such a pleiotropic function in pigmentation, 

energy conservation, immune response and toxin protection, up-regulation of this single gene could have a 

highly beneficial role.  

5.3.2. Focusing on the optimal sensory imputs with Tramtrac  

Tramtrac is a transcription factor involved in a variety of biological processes together with other BTB-

ZF transcription factors in the group (Kelly et al., 2006). BTB-ZF transcription factors act either as 

transcriptional activators or repressors, and are conserved across eukaryotes (Siggs et al., 2012). While 

PLZF, a human BTB-ZF acts as a tumour suppressor, these transcription factors have a different role in 

Drosophila, such as neurogenesis, metamorphosis and development of ovaries, by controlling cell 

proliferation and differentiation (Simon et al., 2019). Specifically, Tramtrac (Ttk) regulates the cell fate of 

cells in the peripheral nervous system by promoting them in non-neural development (Guo et al., 1995). It 

impacts cell proliferation and development in photoreceptors, intestinal stem cells and tracheal cells of 

Drosophilla (Simon et al., 2019) by working as a repressor (Brown et al., 1991). Two proteins are encoded 

by the ttk gene, Ttk69 and Ttk88 (Read et al., 1992). In this case Ttk69 is of more interest, as it has a role 

in cell cycle regulation. This, in turn, regulates the mitosis in the eye disc morphogenetic furrow of 

Drosophila. It has been shown that up-regulation of Ttk69 causes a complete stop of mitosis in the eye disc 

furrow (Baonza et al., 2002). Because of its highly conserved function (Siggs et al., 2012), it could be 

proposed that a similar effect is in place in P. anophtalmus and P. hercegovinensis, where its expression 

levels are 3 to 16 times as high compared to the surface-dwelling species. Restricting eye development can 

be advantageous in a cave environment where no light is present and vision holds no importance. This could 

conserve resources and energy, which is crucial in the nutrient-poor caves.  

Much like attractin, tramtrac’s up-regulation seems to harbour multiple benefits for the cave-dwelling 

isopods. Research has shown that a loss-of-function in the ttk gene transforms sensory cells into neurons, in 

the mechanosensory organs (Guo et al., 1995). Accordingly, Ttk69 determines the fate of progenitor cells, 
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directing them to a non-neural fate during the mechanosensory bristles formation in Drosophila (Simon et 

al., 2019). It can be argued that the up-regulation of Ttk homolog in cave-dwelling Proasellus would 

promote more progenitor cells to become sensory cells. Since vision is useless in caves, animals have to 

rely on other senses to navigate their environment, implying that more developed and sensitive 

mechanosensory organs could indeed be beneficial. Again, up-regulation of a single gene indicates multiple 

benefits for an organism in a cave environment. 

5.3.3. Down-regulation to slow down and conserve energy 

Commonly down-regulated genes could suggest lower demands for certain metabolic processes or 

functions. For example, genes involved in mitochondrial function and therefore related to energy production 

e.g., NDUFS8 (Wang et al., 2022), NDUFA9 (Stroud et al., 2013), and NDUFB11 (Amate-García et al., 

2023) suggest lower demands for energy production due to the low-nutrient environment. Observed GO 

terms of down-regulated genes related to many metabolic processes and electron transport chain suggest the 

same. There are also three unannotated genes that seem to be cuticle-related with some of the lowest 

expression levels observed. Cuticular changes are a troglomorphic trait, with thinning observed in terrestrial 

cave isopods (Vittori et al., 2017). Furthermore, downregulation of CDH23 is likely reflecting the reduced 

reliance on vision (Takahashi et al., 2016a) in the perpetual cave darkness, which is again supported by the 

vision-related GO terms. Additionally, slower growth rates of cave organisms could be connected to down-

regulation of genes regulating cell cycle and division, like CDK1 (Adhikari et al., 2012), and CCDC86 

(Stamatiou et al., 2023). All these genes point to a slower-paced life in a cave environment, where nutrients 

are poor, and vision unnecessary.  

5.3.4. Divergent adaptation strategies of Proasellus anophtalmus and Proasellus hercegovinensis 

Even though both P. anophtalmus and P. hercegovinensis are cave-dwellers which, according to the 

species tree, seem to be the closest relatives out of all four species analysed, these species show very 

different gene expression patterns. There is a total of 5335 genes differentially expressed between them, 134 

genes uniquely up-regulated in P. anophtalmus against all other species, and 128 in P. hercegovinensis. 

Albeit being different species, and different expression patterns are to be expected, some of the mentioned 

genes could potentially allude to unique adaptations or strategies these species use in order to live in a cave 

environment. The GO terms analysed point to different gene groups, focusing on morphogenesis in P. 

anophtalmus and behaviour in P. hercegovinensis. Observations like this are more difficult to interpret, 

since it’s hard to connect these species-specific independent responses with a cave lifestyle, or with any 

specific environmental features of their respective caves, which are largely unknown. Further examination 

and analysis are needed to gain more insights into why certain genes show different expression patterns, 
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and whether it harbours any benefits in the cave environment, or is a mere coincidence, compensation, or 

just a species-specific feature. 

Nevertheless, it’s interesting to note that some of the up-regulated terms in P. anophtalmus include 

adipose tissue development, mechanoreceptor differentiation, adaptive immune response, circadian 

sleep/wake cycle, and response to oxidative stress. Adipose tissue development indicates energy 

conservancy important to the cave environment, and mechanoreceptor differentiation confirms the switch 

from vision to other senses. In comparison, down-regulated terms are associated with splicing, mRNA 

processing, ribosome biogenesis and translational initiation. All of these indicate to lower 

(post)transcriptional activity and protein synthesis, pointing to a general metabolism slow-down as another 

mean of energy conservation. While the implications of up- and down-regulated terms of P. hercegovinensis 

are harder to determine, it has to be noted that a down-regulation of genes associated with positive regulation 

of pigment cell differentiation is present, potentially alluding to a mechanism of pigment loss in the cave-

dweller. 

5.3.5. A problem of pairwise comparisons 

The entirety of this research is based on pairwise comparisons between each two species. While it is 

clear this approach produced a lot of results and provided insights into phenotype evolution, it can lead to 

unsupported conclusions. The problem of the approach is not including evolutionary relationships 

information in the analysis and can lead to statistical problems (Dunn et al., 2018). After examining multiple 

studies, Dunn and coworkers noticed that the results obtained by pairwise comparisons reflected 

evolutionary relationships between species, rather than supported a certain evolutionary process. They argue 

that more traits are shared between more closely related species, since they have a more recent common 

ancestor, which stands against the assumption of independence needed for statistical methods. A better 

approach for cross-species comparison could be the Expression Variance and Evolution (Eve) model which 

can analyse quantitative traits between species as well as within species. It is an orthology based, and 

phylogenetic ANOVA based model which deals with expression variance in a phylogenetic context (Rohlfs 

et al., 2015).  

Since P. anophtalmus and P. hercegovinensis seem to be closely related, at least in the context of this 

research, the commonly up-regulated and down-regulated genes could be a consequence of their close 

relationship rather than an evolutionary process leading to adaptation. On the other hand, there are also 5335 

differentially expressed genes between the two cave species which is not that much different than their 

comparisons with the two surface species (ranging from 5539 to 5912). Also, the observed L2FC values 

should indicate the importance of the up-regulation to such a high level, and should not be overlooked. The 

findings of this research show strong indications of benefits of up-regulated attractin and tramtrac genes 

both of which seem to have high expression levels in the two cave species. The analysis should be 



 

 

46 

 

reproduced utilizing the Eve model in the context of phylogeny of the species. For this, a better phylogenetic 

tree is required, since the one obtained in this research, and the one obtained by Jovović et al., (2024) show 

discrepancies. Additionally, such an analysis would greatly benefit from complete genome assemblies of all 

four species which would ensure more precise mapping and gene counts, since reads would be mapped to 

genes instead of transcripts with many isoforms. Complete high-quality genomes would also help determine 

more precise ortholog and paralog gene relationships, especially considering that the orthology in this 

research was determined solely based on cuticular transcriptomes, which may have not captured the entire 

transcript (gene) diversity of the species.   
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6. Conclusion  

The cave environment provides a unique system for tracking the course of evolution, from its 

"beginning" in surface dwellers to its "end" in highly adapted cave dwellers. The Proasellus genus fits well 

within that framework, which is why the two cave species and the two surface species were compared in 

this research. 

Gene orthology analysis indicates that the two cave species, P. anophtalmus and P. hercegovinensis are 

the closest relatives among the four species, sharing the largest number of common orthogroups. Similarly, 

the PCA plot inferred from the differential gene expression analysis shows a clear distinction between the 

surface and cave dwellers, with smaller, yet noticeable, differences within each group. Although the patterns 

of differentially expressed genes vary between species, with hundreds of genes uniquely up- or down-

regulated in each cave species, some common trends emerge among the cave dwellers. For instance, the up-

regulation of C15orf48, a gene potentially involved in the hypoxic response to low oxygen environments, 

attractin, a gene regulating metabolism, energy conservation, toxin protection, and pigmentation, and 

tramtrac, a gene that may facilitate the transition from vision to mechanosensory reliance by halting eye 

development and promoting mechanosensory organ growth, are notable examples. Even though there is 

much more to be explored, and these findings need to be experimentally confirmed with a research focus 

on the functions of these genes in the Proasellus genus, these observations hint at a direction of convergent 

evolution and solutions for life in caves. Moreover, this study underscores the molecular basis of adaptation 

and neatly showcases how a change in expression levels of a certain gene pushes the adaptation in a direction 

beneficial for survival in a given environment. Interestingly, attractin and tramtrac seem to be pleiotropic, 

impacting more than one organismal function, pointing to an economic solution to multiple problems by an 

up-regulation of a single gene.  

Even if these observations are not proven in the future, this research will still hold value by providing 

four new transcriptome assemblies and proving the cuticular tissue of isopods is suitable for RNA 

sequencing. It also emphasized the importance of using UMI sequences and spike-in controls in RNA 

sequencing experiments. Furthermore, the newly assembled transcriptomes gave more information about 

the phylogeny of the Proasellus genus and enabled a successful inference of orthologues between the four 

species. And lastly, this research gave a general insight into a comparative transcriptomics method, whether 

it is proven to be a good one, or not.  
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9. Supplement  

9.1. Supplementary methods 

9.1.1. UMI-tools command 

Command used for UMI extraction: 

umi_tools extract -I forward_reads.fq.gz \ 

      --bc-pattern=NNNNNNNNNNNN \ 

      --read2-in=reverse_reads.fq.gz \ 

      --stdout=sample_name_F_umi-out.fq.gz \ 

      --read2-out=sample_name_R_umi-out.fq.gz 

 

The --bc-pattern option specifies the UMI sequence, which, for Lexogen’s CORALL RNA-Seq 

libraries, are random 12-nucleotide sequences (denoted by 12 Ns). 

9.1.2. fastp command 

Command used for read trimming: 

fastp -i sample_name_F_umi-out.fq.gz \ 

       -I sample_name_R_umi-out.fq.gz \ 

       -o sample_name_trimmed_umi-out_F.fq.gz \ 

       -O sample_name_trimmed_umi-out_R.fq.gz \  

       -c --trim_poly_g 

9.1.3. STAR command (mapping SIRV and ERCC reads) 

Command used for SIRV and ERCC read mapping: 

STAR --runThreadN 16 \ 

      --genomeDir /path/to/genome_dir/ \ 

      --readFilesIn sample_name_trimmed_umi-out_F.fq.gz sample_name_trimmed_umi-out_R.fq.gz \ 

      --readFilesCommand zcat \  

      --outFileNamePrefix sample_name \ 

      --outReadsUnmapped Fastx 

9.1.4. Trinity command and explanation 

Command used for transcriptome assembly: 

Trinity --grid_exec sbatch \ 

         --grid_node_CPU 60 \ 

         --grid_node_max_memory 8G \ 

         --seqType fq \ 

         --NO_SEQTK \ 

         --max_memory 470G \ 

         --CPU 60 \ 

         --left sample_1_F.fq, sample_2_F.fq,  sample_3_F.fq, sample_4_F.fq, sample_5_F.fq \ 

         --right sample_1_R.fq, sample_2_R.fq, sample_3_R.fq, sample_4_R.fq, sample_5_R.fq \ 
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         --SS_lib_type FR \ 

         --trimmomatic \ 

         --quality_trimming_params "SLIDINGWINDOW:4:15 LEADING:10 TRAILING:10 MINLEN:25" \ 

         --output /trinity_output_dir/ \ 

         --bflyHeapSpaceMax 6G \ 

         --bflyCPU 60 \ 

         --min_kmer_cov 2 \ 

         --min_contig_length 300 

Where the first three options specify the job submission on a computing cluster, --seqType fq 

specifies input file type as fastq, --NO_SEQTK helps resolve the issue of Trinity not recognizing read type 

as paired-end, --max_memory to specify the maximum memory that Trinity can use, --CPU specifies 

the number of CPUs Trinity can use, --left is to specify the forward read files (where I listed all replicates 

of the species), --right is to specify the reverse read files, --SS_lib_type stands for strand-specific 

library type. FR indicates that the first read in the pair is the sense strand (sequenced as forward) while the 

second read in the pair is the anti-sense strand (sequenced as reverse), which is the case with the CORALL 

RNA-Seq libraries. To ensure only the best quality reads got used for the assembly, I invoked Trimmomatic 

(--trimmomatic), a stand-alone trimming tool (Bolger et al., 2014b) incorporated into Trinity, and 

specified the trimming parameters with the --quality_trimming_params option. The 

SLIDINGWINDOW:4:15 option scans the entire read length by sliding a window that is four bases wide 

and cutting where (if) the average per-base phred33 quality score drops below 15. The LEADING:10 option 

removes the leading bases (bases at the beginning of the read) if the phred33 quality score is below 10, and 

the TRAILING option does the same with the trailing bases (bases at the end of a read). The MINLEN:25 

option removes the reads shorter than 25 bases since Trinity would discard them anyway. The --

bflyHeapSpaceMax and --bflyCPU settings help limit the memory usage of one of Trinity’s 

processes to no more than 80% of the job memory capacity, which is crucial to prevent the job from crashing. 

Finally, I set the --min_kmer_cov to 2, which prevents very lowly expressed transcripts from 

assembling, and --min_contig_length to 300, which prevents transcripts shorter than 300 bp from 

assembling. These two options help reduce the number of temporary files created by Trinity, which can 

cause the job to crash due to exceeding the disk quota. 

9.1.5. BUSCO command 

Command used for transcriptome assessment wit BUSCO: 

busco --in Proasselus_x_transcriptome.Trinity.fasta 

       --mode transcriptome  

       --lineage_dataset arthropoda_odb10 



 

 

iv 

 

9.1.6. TransDecoder commands 

TransDecoder.LongOrfs option:  

TransDecoder.LongOrfs -t Proasselus_x_transcriptome.Trinity.fasta 

TransDecoder.Predict option: 

TransDecoder.Predict -t Proasselus_x_transcriptome.Trinity.fasta 

9.1.7. EggNOG-mapper command 

Command used for annotating the transcriptomes with EggNOG: 

emapper.py -I PX_transcriptome.Trinity.fasta.transdecoder.pep \ 

           --cpu 64 \ 

           --output P.x \ 

           --output_dir ./eggnog/ 

9.1.8. Read processing, mapping, and expression calculation pipeline 

Trimmomatic command: 

java -jar trimmomatic-0.39.jar PE -threads 32 \ 

$forward $reverse \ 

${dir_name}_trimmed_forward_paired.fq.gz ${dir_name}_trimmed_forward_unpaired.fq.gz \ 

${dir_name}_trimmed_reverse_paired.fq.gz ${dir_name}_trimmed_reverse_unpaired.fq.gz \ 

SLIDINGWINDOW:4:15 LEADING:10 TRAILING:10 MINLEN:25 \ 

1> Trimmomatic_stdout.txt \ 

2> Trimmomatic_stderr.txt 

bowtie2 command: 

bowtie2 -q \ 

        --phred33 \ 

        --sensitive \ 

        --dpad 0 \ 

        --gbar 99999999 \ 

        --mp 1,1 \ 

        --np 1 \ 

        --score-min L,0,-0.1 \ 

        -I 1 \ 

        -X 1000 \ 

        --no-mixed \ 

        --no-discordant \ 

        --norc \ 

        -p 30 \ 

        -k 200 \ 

        -x Proasselus_x_transcriptome.Trinity.fasta \ 

        -1 PX_CUT_X_trimmed_forward_paired.fq.gz \ 

        -2 PX_CUT_X_trimmed_reverse_paired.fq.gz \ 

        -p 30 -S PX_CUT_X_mapped.sam 
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SAMtools view command: 

samtools view -bT Proasselus_x_transcriptome.Trinity.fasta PX_CUT_X_mapped.sam \ 

              -o PX_CUT_X_mapped.bam 

SAMtools sort command: 

samtools sort -o PX_CUT_X_mapped_sorted.bam \ 

              -O BAM \ 

              --threads 30 \ 

              --write-index \ 

              --reference Proasselus_x_transcriptome.Trinity.fasta \ 

              PX_CUT_X_mapped.bam 

UMI-tools dedup command: 

umi_tools dedup -I PX_CUT_X_mapped_sorted.bam \ 

                --stdout= PX_CUT_X_mapped_sorted_dedup.bam \ 

                --paired \ 

                --chimeric-pairs=discard \ 

                --unpaired-reads=discard 

SAMtools sort command #2: 

samtools sort -n \ 

              -o PX_CUT_X_mapped_sorted_dedup_sorted.bam \ 

              -O BAM \ 

              --threads 30 \ 

              --reference Proasselus_x_transcriptome.Trinity.fasta \ 

              PX_CUT_X_mapped_sorted_dedup.bam 

UMI-tools prepare-for-rsem command: 

umi_tools prepare-for-rsem -I PX_CUT_X_mapped_sorted_dedup_sorted.bam \ 

                           --stdout= PX_CUT_X_ready_for_rsem.bam 

RSEM calculate-expression command: 

rsem-calculate-expression --paired-end \ 

                          --alignments \ 

                          -p 30 \ 

                          PX_CUT_X_ready_for_rsem.bam \ 

                          Proasselus_x_transcriptome.Trinity.fasta \ 

                          PX_CUT_X 

9.1.9. SIRVsuite command 

Command used to invoke SIRVsuite for spike-in control assessment: 

SIRVsuite -i sample_metadata.csv \ 

          -o ./SIRV_output \ 

          --SIRV-concentration \ 

          --ERCC-correlation \ 

          --experiment-name Proasellus 
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9.1.10. Python script 1: Filtering orthogroups 

import pandas as pd     

# Load the file into a DataFrame 

file_path = 'N0.tsv' 

df = pd.read_csv(file_path, sep='\t') 

 

# Filter the rows where all species columns are not empty 

filtered_df = df.dropna(subset=['PC_transcriptome.Trinity', 'PH_transcriptome.Trinity', 

'PK_transcriptome.Trinity', 'PaMO_transcriptome.Trinity']) 

  

# Save the filtered DataFrame to a new file 

filtered_file_path = 'filtered_orthogroups.csv' 

filtered_df.to_csv(filtered_file_path, index=False) 

 

filtered_file_path 

 

9.1.11. Python script 2: Extracting orthogroups and adding them to corresponding transcripts 

 1. import pandas as pd   

 2.     

 3. # Load the RSEM gene counts file 

 4. rsem_file = 'PX_CUT_X.genes.results' 

 5. rsem_df = pd.read_csv(rsem_file, sep='\t') 

 6.   

 7. # Load the orthogroups file 

 8. orthogroups_file = 'filtered_orthogroups()_modified_wo_isoforms.txt' 

 9. orthogroups_df = pd.read_csv(orthogroups_file, sep='\t') 

10.   

11. # Create a dictionary to hold the mapping of gene_id to HOG_IDs 

12. gene_to_hogs = {} 

13. for index, row in orthogroups_df.iterrows(): 

14.     hog_id = row['HOG'] 

15.     genes = row['PX_transcriptome.Trinity'] 

16.     if pd.notna(genes): 

17.         gene_list = genes.split(', ') 

18.         for gene in gene_list: 

19.             if gene not in gene_to_hogs: 

20.                 gene_to_hogs[gene] = set() 

21.             gene_to_hogs[gene].add(hog_id) 

22.   

23. # Create a new dataframe to hold the expanded rows 

24. expanded_rows = [] 

25.   

26. # Iterate through the RSEM dataframe and create new rows with HOG_IDs 

27. for index, row in rsem_df.iterrows(): 

28.     gene_id = row['gene_id'] 

29.     if gene_id in gene_to_hogs: 

30.         for hog_id in gene_to_hogs[gene_id]: 

31.             new_row = row.copy() 

32.             new_row['HOG'] = hog_id 

33.             expanded_rows.append(new_row) 

34.     else: 

35.         new_row = row.copy() 

36.         new_row['HOG'] = None 

37.         expanded_rows.append(new_row) 

38.   

39. # Create the expanded dataframe 
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40. expanded_df = pd.DataFrame(expanded_rows) 

41.   

42. # Save the updated RSEM file 

43. output_file = 'orthogroups_PK_CUT_5.genes.results' 

44. expanded_df.to_csv(output_file, sep='\t', index=False) 

45.   

46. print(f"Updated RSEM file saved as {output_file}") 

 

9.1.12. Python script 3: Filtering out transcripts with no orthogroups associated 
 1. import os   

 2. import pandas as pd   

 3.     

 4. def filter_files_in_directory(directory): 

 5.     for filename in os.listdir(directory): 

 6.         if filename.startswith("orthogroups_"): 

 7.             file_path = os.path.join(directory, filename) 

 8.             df = pd.read_csv(file_path, delimiter='\t') 

 9.              10.             # Filter out rows without a HOG_ID 

11.             filtered_df = df[df['HOG'].notnull()] 

12.              

13.             # Remove the 'transcript_id(s)' column 

14.             filtered_df = filtered_df.drop(columns=['transcript_id(s)']) 

15.              

16.             # Save the filtered DataFrame to a new file 

17.             output_filename = f"filtered_{filename}" 

18.             output_path = os.path.join(directory, output_filename) 

19.             filtered_df.to_csv(output_path, sep='\t', index=False) 

20.   

21. # Define the working directory 

22. working_directory = os.getcwd() 

23.   

24. # Run the filtering function 

25. filter_files_in_directory(working_directory) 

9.1.13. Python script 4: Summing up count of transcripts belonging to the same orthogroup 

 1. import os   

 2. import pandas as pd   

 3.     

 4. def process_file(file_path): 

 5.     df = pd.read_csv(file_path, delimiter='\t')  # Assuming the file is tab-

delimited 

 6.      

 7.     print("Original DataFrame:") 

 8.     print(df.head()) 

 9.      

10.     # Sort by HOG 

11.     df = df.sort_values(by='HOG') 

12.      

13.     # Separate DataFrame for single and multiple gene_ids 

14.     single_gene_id_df = df.groupby('HOG').filter(lambda x: len(x) == 1) 

15.     multiple_gene_id_df = df.groupby('HOG').filter(lambda x: len(x) > 1) 

16.      

17.     print("Single gene_id DataFrame:") 

18.     print(single_gene_id_df.head()) 

19.      

20.     print("Multiple gene_id DataFrame:") 

21.     print(multiple_gene_id_df.head()) 
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22.      

23.     # Process single gene_id_df 

24.     single_gene_id_df = single_gene_id_df[['HOG', 'gene_id', 'expected_count', 

'length', 'effective_length', 'TPM', 'FPKM']] 

25.      

26.     # Group by HOG and perform the required aggregations for multiple gene_id_df 

27.     grouped = multiple_gene_id_df.groupby('HOG').agg({ 

28.         'gene_id': lambda x: ','.join(x), 

29.         'expected_count': 'sum', 

30.         'length': 'max', 

31.         'effective_length': 'max' 

32.     }).reset_index() 

33.      

34.     print("Grouped DataFrame after aggregation:") 

35.     print(grouped.head()) 

36.      

37.     # Function to get the TPM and FPKM associated with the max effective_length 

38.     def get_tpm_fpkm_for_max_effective_length(HOG_group): 

39.         max_length_row = HOG_group.loc[HOG_group['effective_length'].idxmax()] 

40.         return pd.Series([max_length_row['TPM'], max_length_row['FPKM']], 

index=['TPM', 'FPKM']) 

41.   

42.     # Apply the function to get the TPM and FPKM values 

43.     tpm_fpkm = 

multiple_gene_id_df.groupby('HOG').apply(get_tpm_fpkm_for_max_effective_length).reset_i

ndex() 

44.      

45.     print("TPM and FPKM DataFrame:") 

46.     print(tpm_fpkm.head()) 

47.      

48.     # Merge the TPM and FPKM values back to the grouped dataframe 

49.     grouped = grouped.merge(tpm_fpkm, on='HOG', how='left') 

50.      

51.     print("Grouped DataFrame after merging TPM and FPKM:") 

52.     print(grouped.head()) 

53.      

54.     # Concatenate the single and multiple gene_id DataFrames 

55.     final_df = pd.concat([single_gene_id_df, grouped], ignore_index=True) 

56.      

57.     print("Final DataFrame:") 

58.     print(final_df.head()) 

59.      

60.     # Save the final DataFrame to a new file 

61.     output_filename = f"merged_{os.path.basename(file_path)}" 

62.     output_path = os.path.join(os.path.dirname(file_path), output_filename) 

63.     final_df.to_csv(output_path, sep='\t', index=False) 

64.   

65. def process_files_in_directory(directory): 

66.     for filename in os.listdir(directory): 

67.         if filename.startswith("filtered_orthogroups_"): 

68.             file_path = os.path.join(directory, filename) 

69.             process_file(file_path) 

70.   

71. # Define the working directory as the current directory 

72. working_directory = os.getcwd() 

73.   

74. # Run the processing function 

75. process_files_in_directory(working_directory) 
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9.1.14. DESeq2 analysis: A pairwise comparison example script 
  1. #------------------------------------------------------------------------------- 

 2. #INSTALL PACKAGES IF NEEDED: 

 3.   

 4. #if (!require("BiocManager", quietly = TRUE)) 

 5.   #install.packages("BiocManager") 

 6. #BiocManager::install("DESeq2") 

 7. #BiocManager::install("tximport") 

 8. #BiocManager::install("tximportData") 

 9. #install.packages("readr") 

10.   

11. #Load all required packages 

12. library ("DESeq2") 

13. library("tximport") 

14. library("readr") 

15. library("tximportData") 

16.   

17. #------------------------------------------------------------------------------- 

18. #PERFORM DIFFERENTIAL GENE EXPRESSION ANALYSIS 

19. #------------------------------------------------------------------------------- 

20. #Set working directory to the directory containing sample files to analyse 

21. #Note: have a specific directory containing .genes.results files of the samples 

you're analyzing 

22. dir <- getwd() #Set your working directory under the "dir" value  

23. list.files(dir)  

24.   

25. #Manually create a .csv file containing sample names and all metadata of your 

experiment (cell type, generation, 02 levels...) 

26. #Load the .csv file and assign it to the "samples" value 

27. samples <- read.csv(file.path(dir, "samples_PC_PaMO.csv"), header = TRUE, sep = 

";") 

28. samples 

29.   

30. #Specify the path to the files using the appropriate columns of samples, and read 

in a table that links transcripts to genes for this dataset 

31. files <- file.path(dir, paste0(samples$SAMPLE,".genes.results")) 

32. names(files) <- paste0(samples$SAMPLE) 

33.   

34. #Construct the txi object 

35. txi.rsem <- tximport(files, type = "rsem", txIn = FALSE, txOut = FALSE) 

36. head(txi.rsem$counts) 

37.   

38.   

39. #Construct a DESeqDataSet from the txi object 

40. ddsTxi <- DESeqDataSetFromTximport(txi.rsem, 

41.                                    colData = samples, 

42.                                    design = ~ SPECIES)                    

43.   

44. #In case this error appears after running the previos line of code:  

45. #Error in DESeqDataSetFromTximport(txi.rsem, colData = samples, design = ~SPECIES) 

: all(lengths > 0) is not TRUE 

46. #Run the following 

47. txi.rsem$length[txi.rsem$length == 0] <- 1 

48. #Then re-run ddsTxi <- DESeqDataSetFromTximport ... 

49.   

50. #Run the DESeq2 analysis of the data  

51. dds <- DESeq(ddsTxi) 

52. sizeFactors(dds) 
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53. colSums(counts(dds)) 

54. colSums(counts(dds, normalized=T)) 

55. res <- results(dds) 

56. #Print the results 

57. res 

58.   

59. #Check the number of up- and down-regulated genes for padj < 0.1 

60. summary(res) 

61. #Check the number of padj < 0.1 

62. sum(res$padj < 0.1, na.rm=TRUE) 

63. #Create a dataset with genes for which the padj < 0.05 

64. res05 <- results(dds, alpha=0.05) 

65. #Check the number of up- and down-regulated genes for padj < 0.05 

66. summary(res05) 

67. #Check the number of padj < 0.05 

68. sum(res05$padj < 0.05, na.rm=TRUE) 

69. #Order the results by p-value 

70. resOrdered <- res05[order(res05$pvalue),] 

71.   

72. #Output differentially expressed genes (padj < 0.1) 

73. write.csv(as.data.frame(resOrdered),  

74.           file="PC_vs_PaMO.csv") 

75.   

76. #Create a subset of the differentially expresed genes containing only the ones with 

pajd < 0.05 

77. resSig <- subset(resOrdered, padj < 0.05) 

78. resSig 

79. #Output differentially expressed genes (padj < 0.05) 

80. write.csv(as.data.frame(resSig),  

81.           file="PC_vs_PaMO_padj_005.csv") 

82.   

83. #Plot the log fold change against the mean of normalized counts 

84. #Adjust ylim as needed, write the plot title under main = 

85. plotMA(res, ylim=c(-15,15), main = "PC vs PaMO") 

 

9.1.15. DESeq2 analysis: Sample clustering 
    1. #------------------------------------------------------------------------------- 
  2. #INSTALL PACKAGES IF NEEDED: 

  3.   

  4. #if (!require("BiocManager", quietly = TRUE)) 

  5. #install.packages("BiocManager") 

  6. #BiocManager::install("DESeq2") 

  7. #BiocManager::install("tximport") 

  8. #BiocManager::install("tximportData") 

  9. #install.packages("readr") 

 10.   

 11. #Load all required packages 

 12. library ("DESeq2") 

 13. library("tximport") 

 14. library("readr") 

 15. library("tximportData") 

 16.   

 17. #------------------------------------------------------------------------------- 

 18. #PERFORM DIFFERENTIAL GENE EXPRESSION ANALYSIS 

 19. #------------------------------------------------------------------------------- 

 20. #Set working directory to the directory containing sample files to analyse 

 21. #Note: have a specific directory containing .genes.results files of the samples 
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you're analyzing 

 22. dir <- getwd() #Set your working directory under the "dir" value  

 23. list.files(dir)  

 24.   

 25. #Create a .csv file containing sample names and all metadata (e.g. type, 

generation, replicate...) 

 26. #Load the .csv file and assign it to the "samples" value 

 27. samples <- read.csv(file.path(dir, "samples_all.csv"), header = TRUE, sep = ";") 

 28. samples 

 29.   

 30. #Specify the path to the files using the appropriate columns of samples, and read 

in a table that links transcripts to genes for this dataset 

 31. files <- file.path(dir, paste0(samples$SAMPLE,".genes.results")) 

 32. names(files) <- paste0(samples$SAMPLE) 

 33.   

 34. #Construct the txi object 

 35. txi.rsem <- tximport(files, type = "rsem", txIn = FALSE, txOut = FALSE) 

 36. head(txi.rsem$counts) 

 37.   

 38. #Use this in case of error:  

 39. #Error in DESeqDataSetFromTximport(txi.rsem, colData = samples, design = ~SPECIES) 

: all(lengths > 0) is not TRUE 

 40. #if it appears after running the ddsTxi <- DESeqDataSetFromTximport 

 41. txi.rsem$length[txi.rsem$length == 0] <- 1 

 42.   

 43. #Construct a DESeqDataSet from the txi object 

 44. #Under the "design" variable, include experimental design variables relevant to 

the gene expression comparison between samples 

 45. ddsTxi <- DESeqDataSetFromTximport(txi.rsem, 

 46.                                    colData = samples, 

 47.                                    design = ~ SPECIES)                    

 48.   

 49. #Run the DESeq2 analysis of the data  

 50. dds <- DESeq(ddsTxi) 

 51. sizeFactors(dds) 

 52. colSums(counts(dds)) 

 53. colSums(counts(dds, normalized=T)) 

 54. res <- results(dds) 

 55. res 

 56.   

 57. #Plot the log fold change against the mean of normalized counts 

 58. #Adjust ylim as needed, write the plot title under main = 

 59. plotMA(res, ylim=c(-10,22), main = "Hypoxia Ad and Agg") 

 60.   

 61. #------------------------------------------------------------------------------- 

 62. #COUNT DATA TRANSFORMATION 

 63. #------------------------------------------------------------------------------- 

 64. #There are 3 types of data transformation available: ntd, vsd and rld 

 65. #Note that vsd and rld work better than ntd, but keep in mind that rld is slow 

compared to vsd 

 66.   

 67. #BiocManager::install("vsn") 

 68. library("vsn") 

 69.   

 70. #ntd transformation: This gives log2(n + 1) 

 71. ntd <- normTransform(dds) 

 72. #Plot the standard deviation agains the mean of normalized counts  

 73. meanSdPlot(assay(ntd)) 

 74.   
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 75. #vsd transformation 

 76. vsd <- vst(dds, blind=FALSE) #blind = TRUE when you want to omit any experimental 

design variables  

 77. head(assay(vsd), 3) 

 78. #Plot the standard deviation agains the mean of normalized counts  

 79. meanSdPlot(assay(vsd)) 

 80.   

 81. #rld transformation 

 82. rld <- rlog(dds, blind=FALSE) #blind = TRUE when you want to omit any experimental 

design variables 

 83. #Plot the standard deviation agains the mean of normalized counts  

 84. meanSdPlot(assay(rld)) 

 85.   

 86. #------------------------------------------------------------------------------- 

 87. #SAMPLE CLUSTERING 

 88. #------------------------------------------------------------------------------- 

 89. library("pheatmap") 

 90. library("RColorBrewer") 

 91. #............................................................................... 

 92. #Create heatmaps with nts, vsd and rld transformed data  

 93.   

 94. pheatmap(deseq2vsd, color=heatmap_colors, cluster_rows=TRUE, show_rownames=FALSE, 

 95.          cluster_cols=TRUE, annotation_col=df, fontsize_col = fontsize, 

fontsize_row = 5, main = "all samples") 

 96.   

 97. #Create a heatmap using vsd transformed data 

 98. pheatmap(assay(vsd)[select,], cluster_rows=FALSE, show_rownames=FALSE, 

 99.          cluster_cols=FALSE, annotation_col=df, fontsize_col = fontsize, main = 

"All samples") 

100.   

101. #Create a heatmap using rld transformed data 

102. pheatmap(assay(rld)[select,], cluster_rows=FALSE, show_rownames=FALSE, 

103.          cluster_cols=FALSE, annotation_col=df, fontsize_col = fontsize, main = 

"Hypoxia Ad and Agg, rld transform") 

104.   

105. #............................................................................... 

106. #Create sample distances heatmaps with nts, vsd and rld transformed data 

107.   

108. #Calculate sample distances with ntd transformed data 

109. sampleDists <- dist(t(assay(ntd))) 

110.   

111. #Create a sample distance matrix 

112. sampleDistMatrix <- as.matrix(sampleDists) 

113. rownames(sampleDistMatrix) <- paste(samples$SAMPLE) 

114. colnames(sampleDistMatrix) <- paste(samples$SAMPLE) 

115. colors <- colorRampPalette((brewer.pal(9, "YlGnBu")))(255) 

116. colors <- colorRampPalette((brewer.pal(9, "GnBu")))(255) 

117. colors <-

(colorRampPalette(c("#29456a","#375d8f","#4575b4","#6790c5","#8cabd3","#b1c6e1", 

"#d6e1ef", "#fbfcfd"),bias=1, space=c("rgb","Lab"))(255)) 

118. #colors <- (colorRampPalette(c( "#f8fce0","#f1f9c1", "#edf8b1","#a4dbce", 

"#7fcdbb", "#2c7fb8", "#22638f"), bias=1, space=c("rgb","Lab"))(255)) 

119.   

120. fontsize <- 5 #Adjust as needed 

121. #Plot the heatmap of sample to sample distances 

122. pheatmap(sampleDistMatrix, 

123.          clustering_distance_rows=sampleDists, 

124.          clustering_distance_cols=sampleDists, 

125.          col=colors, 
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126.          fontsize_row = fontsize, 

127.          fontsize_col = fontsize, 

128.          border_color = "black", 

129.          cellwidth=6, 

130.          cellheight=6, 

131.          main = "All samples sample distance, ntd") 

132.   

133. #Calculate sample distances with vsd transformed data 

134. sampleDists <- dist(t(assay(vsd))) 

135.   

136. #Create a sample distance matrix 

137. sampleDistMatrix <- as.matrix(sampleDists) 

138. rownames(sampleDistMatrix) <- paste(samples$SAMPLE) 

139. colnames(sampleDistMatrix) <- paste(samples$SAMPLE) 

140. colors <- colorRampPalette((brewer.pal(9, "YlGnBu")))(255) 

141. colors <- colorRampPalette((brewer.pal(9, "GnBu")))(255) 

142. colors <- 

(colorRampPalette(c("#29456a","#375d8f","#4575b4","#6790c5","#8cabd3","#b1c6e1", 

"#d6e1ef", "#fbfcfd"),bias=1, space=c("rgb","Lab"))(255)) 

143. colors <- (colorRampPalette(c( "#f8fce0","#f1f9c1", "#edf8b1","#a4dbce", 

"#7fcdbb", "#2c7fb8", "#22638f"), bias=1, space=c("rgb","Lab"))(255)) 

144.   

145. fontsize <- 5 #Adjust as needed 

146. #Plot the heatmap of sample to sample distances 

147. pheatmap(sampleDistMatrix, 

148.          clustering_distance_rows=sampleDists, 

149.          clustering_distance_cols=sampleDists, 

150.          col=colors, 

151.          fontsize_row = fontsize, 

152.          fontsize_col = fontsize, 

153.          border_color = "black", 

154.          cellwidth=6, 

155.          cellheight=6, 

156.          main = "All samples sample distance, vsd") 

157.   

158. #Calculate sample distances with rld transformed data 

159. sampleDists <- dist(t(assay(rld))) 

160.   

161. #Create a sample distance matrix 

162. sampleDistMatrix <- as.matrix(sampleDists) 

163. rownames(sampleDistMatrix) <- paste(samples$SAMPLE) 

164. colnames(sampleDistMatrix) <- paste(samples$SAMPLE) 

165. colors <- colorRampPalette((brewer.pal(9, "YlGnBu")))(255) 

166. colors <- colorRampPalette((brewer.pal(9, "GnBu")))(255) 

167. colors <- 

(colorRampPalette(c("#29456a","#375d8f","#4575b4","#6790c5","#8cabd3","#b1c6e1", 

"#d6e1ef", "#fbfcfd"),bias=1, space=c("rgb","Lab"))(255)) 

168. colors <- (colorRampPalette(c( "#f8fce0","#f1f9c1", "#edf8b1","#a4dbce", 

"#7fcdbb", "#2c7fb8", "#22638f"), bias=1, space=c("rgb","Lab"))(255)) 

169.   

170. fontsize <- 5 #Adjust as needed 

171. #Plot the heatmap of sample to sample distances 

172. pheatmap(sampleDistMatrix, 

173.          clustering_distance_rows=sampleDists, 

174.          clustering_distance_cols=sampleDists, 

175.          col=colors, 

176.          fontsize_row = fontsize, 

177.          fontsize_col = fontsize, 

178.          border_color = "black", 
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179.          cellwidth=6, 

180.          cellheight=6, 

181.          main = "All samples sample distance, rld") 

182.   

183. #............................................................................... 

184. #Perform PCA analysis with ntd, vsd and rld transformed data 

185.   

186. plotPCA(ntd, intgroup==c("SPECIES", "CAVE")) #under intgroup variable, input 

experimental design variables relevant for PCA clustering 

187.   

188. plotPCA(vsd, intgroup=c("SPECIES", "CAVE")) 

189.   

190. plotPCA(rld, intgroup=c("SPECIES", "CAVE"))176. 

 

9.1.16. topGO analysis 
 1. # if (!requireNamespace("BiocManager", quietly=TRUE)) 
 2. #   + install.packages("BiocManager") 

 3. # BiocManager::install("topGO") 

 4.   

 5. library(topGO) 

 6.   

 7. all_pval <- read.csv(file="all_pval_PaMO_&_PH.csv",header=TRUE, sep=",") 

 8. all_pval_mat <- as.vector(all_pval$padj) 

 9. names(all_pval_mat) <- as.character(all_pval$GeneID) 

10.   

11. down <- read.csv(file="PaMO-up(vsPK)-l2fc2.csv",header=TRUE) 

12. up <- read.csv(file="PaMO_&_PH_up.csv",header=TRUE) 

13. gid_down <- as.character(down$GeneID) 

14. gid_up <- as.character(up$GeneID) 

15. gid_all <- names(all_pval_mat) 

16. PA_down <- factor(as.integer(gid_all %in% gid_down)) 

17. PA_up <-  factor(as.integer(gid_all %in% gid_up)) 

18. names(PA_down) <- names(all_pval_mat) 

19. names(PA_up) <- names(all_pval_mat) 

20.   

21. geneID2GO <- readMappings(file="Proasellus_transcript2GOID.txt") 

22.   

23. up_topGO_BP <- new("topGOdata", ontology="BP", 

allGenes=PA_up,annot=annFUN.gene2GO,gene2GO=geneID2GO) 

24.   

25. resultFisher_up_topGO_BP <- 

runTest(up_topGO_BP,algorithm="classic",statistic="fisher") 

26. #resultFisher_up_topGO_BP_elim <- 

runTest(up_topGO_BP,algorithm="elim",statistic="fisher") 

27. #resultFisher_up_topGO_BP_weight <- 

runTest(up_topGO_BP,algorithm="weight",statistic="fisher") 

28. #resultFisher_up_topGO_BP_weight01 <- 

runTest(up_topGO_BP,algorithm="weight01",statistic="fisher") 

29. #resultFisher_up_topGO_BP_lea <- 

runTest(up_topGO_BP,algorithm="lea",statistic="fisher") 

30. #resultFisher_up_topGO_BP_pc <- 

runTest(up_topGO_BP,algorithm="parentchild",statistic="fisher") 

31.   

32. allRes_Fisher_up_topGO_BP <- 

GenTable(up_topGO_BP,classic=resultFisher_up_topGO_BP,orderBy="classic",ranksOf="classi

c",topNodes=length(usedGO(up_topGO_BP)),numChar=1000) 

33.   
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34. write.csv(allRes_Fisher_up_topGO_BP,file="PaMO_&_PH_UP_topGO_BP.csv", 

row.names=FALSE) 

35.   

36. up_topGO_MF <- 

new("topGOdata",ontology="MF",allGenes=PA_up,annot=annFUN.gene2GO,gene2GO=geneID2GO) 

37. resultFisher_up_topGO_MF <- 

runTest(up_topGO_MF,algorithm="classic",statistic="fisher") 

38. #resultFisher_up_topGO_MF_elim <- 

runTest(up_topGO_MF,algorithm="elim",statistic="fisher") 

39. #resultFisher_up_topGO_MF_weight <- 

runTest(up_topGO_MF,algorithm="weight",statistic="fisher") 

40. #resultFisher_up_topGO_MF_weight01 <- 

runTest(up_topGO_MF,algorithm="weight01",statistic="fisher") 

41. #resultFisher_up_topGO_MF_lea <- 

runTest(up_topGO_MF,algorithm="lea",statistic="fisher") 

42. #resultFisher_up_topGO_MF_pc <- 

runTest(up_topGO_MF,algorithm="parentchild",statistic="fisher") 

43.   

44. allRes_Fisher_up_topGO_MF <- 

GenTable(up_topGO_MF,classic=resultFisher_up_topGO_MF,orderBy="classic",ranksOf="classi

c",topNodes=length(usedGO(up_topGO_MF)),numChar=1000) 

45.   

46. write.csv(allRes_Fisher_up_topGO_MF,file="PaMO_&_PH_UP_topGO_MF.csv", 

row.names=FALSE) 

47.   

48. up_topGO_CC <- 

new("topGOdata",ontology="CC",allGenes=PA_up,annot=annFUN.gene2GO,gene2GO=geneID2GO) 

49. resultFisher_up_topGO_CC <- 

runTest(up_topGO_CC,algorithm="classic",statistic="fisher") 

50. #resultFisher_up_topGO_CC_elim <- 

runTest(up_topGO_CC,algorithm="elim",statistic="fisher") 

51. #resultFisher_up_topGO_CC_weight <- 

runTest(up_topGO_CC,algorithm="weight",statistic="fisher") 

52. #resultFisher_up_topGO_CC_weight01 <- 

runTest(up_topGO_CC,algorithm="weight01",statistic="fisher") 

53. #resultFisher_up_topGO_CC_lea <- 

runTest(up_topGO_CC,algorithm="lea",statistic="fisher") 

54. #resultFisher_up_topGO_CC_pc <- 

runTest(up_topGO_CC,algorithm="parentchild",statistic="fisher") 

55.   

56. allRes_Fisher_up_topGO_CC <- 

GenTable(up_topGO_CC,classic=resultFisher_up_topGO_CC,orderBy="classic",ranksOf="classi

c",topNodes=length(usedGO(up_topGO_CC)),numChar=1000) 

57.   

58. write.csv(allRes_Fisher_up_topGO_CC,file="PaMO_&_PH_UP_topGO_CC.csv", 

row.names=FALSE) 

59.   

60. down_topGO_BP <- new("topGOdata", ontology="BP", 

allGenes=PA_down,annot=annFUN.gene2GO,gene2GO=geneID2GO) 

61.   

62. resultFisher_down_topGO_BP <- 

runTest(down_topGO_BP,algorithm="classic",statistic="fisher") 

63. #resultFisher_down_topGO_BP_elim <- 

runTest(down_topGO_BP,algorithm="elim",statistic="fisher") 

64. #resultFisher_down_topGO_BP_weight <- 

runTest(down_topGO_BP,algorithm="weight",statistic="fisher") 

65. #resultFisher_down_topGO_BP_weight01 <- 

runTest(down_topGO_BP,algorithm="weight01",statistic="fisher") 

66. #resultFisher_down_topGO_BP_lea <- 
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runTest(down_topGO_BP,algorithm="lea",statistic="fisher") 

67. #resultFisher_down_topGO_BP_pc <- 

runTest(down_topGO_BP,algorithm="parentchild",statistic="fisher") 

68.   

69. allRes_Fisher_down_topGO_BP <- 

GenTable(down_topGO_BP,classic=resultFisher_down_topGO_BP,orderBy="classic",ranksOf="cl

assic",topNodes=length(usedGO(down_topGO_BP)),numChar=1000) 

70.   

71. write.csv(allRes_Fisher_down_topGO_BP,file=" PaMO_&_PH_DOWN_topGO_BP.csv", 

row.names=FALSE) 

72.   

73. down_topGO_MF <- 

new("topGOdata",ontology="MF",allGenes=PA_down,annot=annFUN.gene2GO,gene2GO=geneID2GO) 

74. resultFisher_down_topGO_MF <- 

runTest(down_topGO_MF,algorithm="classic",statistic="fisher") 

75. #resultFisher_down_topGO_MF_elim <- 

runTest(down_topGO_MF,algorithm="elim",statistic="fisher") 

76. #resultFisher_down_topGO_MF_weight <- 

runTest(down_topGO_MF,algorithm="weight",statistic="fisher") 

77. #resultFisher_down_topGO_MF_weight01 <- 

runTest(down_topGO_MF,algorithm="weight01",statistic="fisher") 

78. #resultFisher_down_topGO_MF_lea <- 

runTest(down_topGO_MF,algorithm="lea",statistic="fisher") 

79. #resultFisher_down_topGO_MF_pc <- 

runTest(down_topGO_MF,algorithm="parentchild",statistic="fisher") 

80.   

81. allRes_Fisher_down_topGO_MF <- 

GenTable(down_topGO_MF,classic=resultFisher_down_topGO_MF,orderBy="classic",ranksOf="cl

assic",topNodes=length(usedGO(down_topGO_MF)),numChar=1000) 

82.   

83. write.csv(allRes_Fisher_down_topGO_MF,file=" PaMO_&_PH_DOWN_topGO_MF.csv", 

row.names=FALSE) 

84.   

85. down_topGO_CC <- 

new("topGOdata",ontology="CC",allGenes=PA_down,annot=annFUN.gene2GO,gene2GO=geneID2GO) 

86. resultFisher_down_topGO_CC <- 

runTest(down_topGO_CC,algorithm="classic",statistic="fisher") 

87. #resultFisher_down_topGO_CC_elim <- 

runTest(down_topGO_CC,algorithm="elim",statistic="fisher") 

88. #resultFisher_down_topGO_CC_weight <- 

runTest(down_topGO_CC,algorithm="weight",statistic="fisher") 

89. #resultFisher_down_topGO_CC_weight01 <- 

runTest(down_topGO_CC,algorithm="weight01",statistic="fisher") 

90. #resultFisher_down_topGO_CC_lea <- 

runTest(down_topGO_CC,algorithm="lea",statistic="fisher") 

91. #resultFisher_down_topGO_CC_pc <- 

runTest(down_topGO_CC,algorithm="parentchild",statistic="fisher") 

92.   

93. allRes_Fisher_down_topGO_CC <- 

GenTable(down_topGO_CC,classic=resultFisher_down_topGO_CC,orderBy="classic",ranksOf="cl

assic",topNodes=length(usedGO(down_topGO_CC)),numChar=1000) 

94.   

95. write.csv(allRes_Fisher_down_topGO_CC,file=" PaMO_&_PH_DOWN_topGO_CC.csv", 

row.names=FALSE) 
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9.2. Supplementary results 

9.2.1. RNA and cDNA library quality  

The average mass of total RNA isolated from the cuticles was 661.5 ng, giving the mean mass 

concentration of 60.26 ng/µL. The total isolated RNA was of high quality, shown by the values of A260/A280 

and A260/A230 ratios which confirmed the purity of the RNA. Furthermore, the integrity of the RNA was 

confirmed with microcapillary electrophoresis, which showed three distinct peaks belonging to rRNA in the 

samples, as it can be seen in Figure S1 (P. coxalis sample pool 1), which is characteristic to isopods (Deleo 

et al., 2018). 

 

Figure S1 Distinct rRNA peaks of Proasellus coxalis visualised by microcapillary electrophoresis with 

Bioanalyser 

The average cDNA library size (size of the cDNA fragments) obtained from the isolated RNA was 326 

bp, and the average molarity of the libraries was 12.82 nM. All libraries showed high integrity, no 

overcycling, and no degradation in the microcapillary electrophoresis results, as it can be seen in the 

example in Figure S2. 
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Figure S2 Library size distribution visualized by microcapillary electrophoresis with Bioanalyser. Green 

and purple lines represent the ladder, with the ladder fragment sizes (in bp) denoted in corresponding 

colours. Average library fragment size is 299 bp.  

 

9.2.2. Sequence processing: fastp trimming and filtering results 

 

 

Figure S3 Base content ratios corresponding to each position in the reads before trimming and filtering. 

Graph inferred by fastp. 
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Figure S4 Base content ratios corresponding to each position in the reads after trimming and filtering 

with fastp. Graph inferred by fastp. 

 

9.2.3. Spike-in quality control – individual sample quality  

Additional sample preparation, library preparation, and sequencing quality was assessed with spike-in 

internal controls. Figure S5 shows relative concentrations of all SIRV isoforms, denoted by log2 fold 

changes (L2FC) compared to expected concentrations. Blue tones indicate concentrations up to two (or 

more) times lower than expected (L2FC = -1), while red tones indicate concentrations up to two (or more) 

times higher than expected (L2FC = 1). SIRV set 1 isoforms (SIRV1, first block) show consistent 

concentrations across all samples. The only exception is the SIRV102 isoform having low concentrations 

in four out of five P. karamani samples, and two out of five P. anophtalmus samples. Contrastingly, the 

SIRV2 set (second block) shows more deviations from expected concentrations. The first three isoforms of 

the set (SIRV201, SIRV202, SIRV203) have expected concentrations, but the remaining three isoforms 

(SIRV204, SIRV205, SIRV206) show low concentrations (around L2FC of -1, or more). Nevertheless, the 

lower concentrations are consistent across all four species and samples, indicating the error is systemic, and 

no bias towards a species is present. The SIRV3 set is similar to the preceding one, with the majority of 

isoforms showing no shifts from the expected concentrations, with SIRV305’s, SIRV308’s, and SIRV311’s 

L2FC values indicating lower concentrations. In the case of SIRV311, it is undetected in nine out of 19 
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samples. Again, these shifts are present in all samples regardless of the species, not implying any bias. On 

the other hand, the SIRV4 set of isoforms indicates three isoforms (SIRV403, SIRV404, SIRV405) with 

concentrations above expected. Two of the isoforms (SIRV406, SIRV409) show concentrations slightly 

below the expected values. Much like the other SIRV sets, this one indicates no apparent bias towards any 

species, further confirming the comparability between species and a consistency of the experimental 

procedures. However, the changes in concentrations among the SIRV5 set of isoforms appear to be less 

consistent among the species and samples. While the SIRV501 isoform shows consistently higher 

concentrations across all samples, and the SIRV512 isoforms shows consistently lower concentrations 

across all samples, other isoform, with the exclusion of SIRV504 and SIRV508, are less consistent. Still, 

no trend is apparent that would show a particular bias toward a species or a set of samples. The next set, 

SIRV6, paints a similar picture, with SIRV618 being particularly inconsistent, with concentrations being 

too low in some samples, and too high in others. The SIRV617 shows very low concentrations across all 

samples, with it being undetected in two cases. The last set, SIRV7, is fairly consistent across all samples 

and species, with the majority of isoforms showing slightly elevated concentrations. Overall, even though a 

lot of isoforms deviate from the expected concentration values, the changes of concentrations are mostly 

consistent, indicating no apparent bias towards a sample or species. Analysing all isoforms from all of the 

sets together, the only sample showing a pattern that slightly deviates from the rest in some instances is the 

PK_CUT_3 sample, belonging to the P. karamani species.  

Furthermore, Figure S6 illustrates the relative concentration distribution of all SIRV isoforms for each 

individual sample. Relative concentration distributions of isoforms seem uniform across all samples. The 

distribution deviates more in the lower concentration range which is a trend observed in all samples. This is 

especially evident in PC_CUT_3, PH_CUT_3, PC_CUT_1, PC_CUT_3, and PC_CUT_5.  
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Figure S5 Relative concentrations of SIRV isoforms across samples, denoted on a log2 fold change scale 

with blue showing low, and red showing high concentration values.  
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Figure S6 Relative concentration distributions of SIRV isoforms across samples. 
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The ERCC controls were used to validate the observed amounts of the control sequences compared to 

the expected values. A plot showing the correlation between the observed (measured) and expected 

(theoretical) concentrations can be observed in Figure S7. The Pearson correlation coefficient (R) in this 

example is 0.951 which indicates a high correlation of the two values. There are no major deviations from 

the theoretical concentrations at any concentration range, even at the lowest range of concentrations around 

10-4.  

 

Figure S7 Correlation of measured and theoretical concentrations of ERCC control sequences 

Other samples show similar results to the plot shown in Figure S7. A table listing all Pearson correlation 

coefficients is presented below (Table S1). 
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Table S1 Pearson correlation coefficients reflecting the correlation of measured and theoretical 

concentrations of ERCC control sequences, across all samples 

Sample ERCC Pearson R 

PaMO_CUT_1 0.910384 

PaMO_CUT_2 0.950981 

PaMO_CUT_3 0.932471 

PaMO_CUT_4 0.943329 

PaMO_CUT_5 0.937743 

PC_CUT_1 0.946059 

PC_CUT_2 0.907055 

PC_CUT_3 0.901259 

PC_CUT_4 0.950966 

PC_CUT_5 0.927524 

PH_CUT_1 0.932833 

PH_CUT_2 0.948654 

PH_CUT_3 0.906645 

PH_CUT_4 0.920024 

PK_CUT_1 0.911687 

PK_CUT_2 0.927877 

PK_CUT_3 0.913337 

PK_CUT_4 0.889292 

PK_CUT_5 0.957303 

 

  



 

 

xxv 

 

9.2.4. Differentially expressed genes of P. anophtalmus 

Table S2 The top 50 up-regulated genes of P. anophtalmus. This list contains an overlap of genes that are 

up-regulated in P. anophtalmus in all three pairwise comparisons (P. anophtalmus (PA) vs P. 

hercegovinensis (PH), P. anophtalmus vs P. coxalis (PC), and P. anophtalmus vs P. karamani (PK)). A sum 

of L2FC values determined the order of the list. A preferred name for the gene, a brief description of the 

function, and PFAM domains are also listed.  
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Table S2 continued. (The top 50 up-regulated genes of P. anophtalmus. This list contains an overlap of 

genes that are up-regulated in P. anophtalmus in all three pairwise comparisons (P. anophtalmus (PA) vs 

P. hercegovinensis (PH), P. anophtalmus vs P. coxalis (PC), and P. anophtalmus vs P. karamani (PK)). A 

sum of L2FC values determined the order of the list. A preferred name for the gene, a brief description of 

the function, and PFAM domains are also listed.) 
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Table S3 The top 50 down-regulated genes of P. anophtalmus. This list contains an overlap of genes that 

are down-regulated in P. anophtalmus in all three pairwise comparisons (P. anophtalmus (PA) vs P. 

hercegovinensis (PH), P. anophtalmus vs P. coxalis (PC), and P. anophtalmus vs P. karamani (PK)). A sum 

of L2FC values determined the order of the list. A preferred name for the gene, a brief description of the 

function, and PFAM domains are also listed.  
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Table S3 continued. (The top 50 down-regulated genes of P. anophtalmus. This list contains an overlap of 

genes that are down-regulated in P. anophtalmus in all three pairwise comparisons (P. anophtalmus (PA) 

vs P. hercegovinensis (PH), P. anophtalmus vs P. coxalis (PC), and P. anophtalmus vs P. karamani (PK)). 

A sum of L2FC values determined the order of the list. A preferred name for the gene, a brief description of 

the function, and PFAM domains are also listed.)  
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9.2.5. Differentially expressed genes of P. hercegovinensis 

Table S4 The top 50 up-regulated genes of P. hercegovinensis. This list contains an overlap of genes that 

are up-regulated in P. anophtalmus in all three pairwise comparisons (P. hercegovinensis (PH) vs P. 

anophtalmus (PA), P. hercegovinensis vs P. coxalis (PC), and P. hercegovinensis vs P. karamani (PK)). A 

sum of L2FC values determined the order of the list. A preferred name for the gene, a brief description of 

the function, and PFAM domains are also listed. 
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Table S4 continued. (The top 50 up-regulated genes of P. hercegovinensis. This list contains an overlap of 

genes that are up-regulated in P. anophtalmus in all three pairwise comparisons (P. hercegovinensis (PH) 

vs P. anophtalmus (PA), P. hercegovinensis vs P. coxalis (PC), and P. hercegovinensis vs P. karamani 

(PK)). A sum of L2FC values determined the order of the list. A preferred name for the gene, a brief 

description of the function, and PFAM domains are also listed.) 
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Table S5 The top 50 down-regulated genes of P. hercegovinensis. This list contains an overlap of genes that 

are down-regulated in P. anophtalmus in all three pairwise comparisons (P. hercegovinensis (PH) vs P. 

anophtalmus (PA), P. hercegovinensis vs P. coxalis (PC), and P. hercegovinensis vs P. karamani (PK)). A 

sum of L2FC values determined the order of the list. A preferred name for the gene, a brief description of 

the function, and PFAM domains are also listed. 
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Table S5 continued (The top 50 down-regulated genes of P. hercegovinensis. This list contains an overlap 

of genes that are down-regulated in P. anophtalmus in all three pairwise comparisons (P. hercegovinensis 

(PH) vs P. anophtalmus (PA), P. hercegovinensis vs P. coxalis (PC), and P. hercegovinensis vs P. karamani 

(PK)). A sum of L2FC values determined the order of the list. A preferred name for the gene, a brief 

description of the function, and PFAM domains are also listed.) 

 

 

  



 

 

xxxiii 

 

9.2.6. Common gene expression patterns of P. anophtalmus and P. hercegovinesis 

 

Table S6 Commonly down-regulated genes of P. anophtalmus and P. hercegovinensis. This list contains an 

overlap of genes that are down-regulated both in P. anophtalmus and P. hercegovinensis in four pairwise 

comparisons (P. anophtalmus (PA) vs P. coxalis (PC), P. anophtalmus vs P. karamani (PK), P. 

hercegovinensis (PH) vs P. coxalis (PC), and P. hercegovinensis vs P. karamani (PK)). A sum of L2FC 

values determined the order of the list. A preferred name for the gene, a brief description of the function, 

and PFAM domains are also listed. 
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Table S6 continued. (Commonly down-regulated genes of P. anophtalmus and P. hercegovinensis. This list 

contains an overlap of genes that are down-regulated both in P. anophtalmus and P. hercegovinensis in 

four pairwise comparisons (P. anophtalmus (PA) vs P. coxalis (PC), P. anophtalmus vs P. karamani (PK), 

P. hercegovinensis (PH) vs P. coxalis (PC), and P. hercegovinensis vs P. karamani (PK)). A sum of L2FC 

values determined the order of the list. A preferred name for the gene, a brief description of the function, 

and PFAM domains are also listed.) 
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Table S6 continued. (Commonly down-regulated genes of P. anophtalmus and P. hercegovinensis. This list 

contains an overlap of genes that are down-regulated both in P. anophtalmus and P. hercegovinensis in 

four pairwise comparisons (P. anophtalmus (PA) vs P. coxalis (PC), P. anophtalmus vs P. karamani (PK), 

P. hercegovinensis (PH) vs P. coxalis (PC), and P. hercegovinensis vs P. karamani (PK)). A sum of L2FC 

values determined the order of the list. A preferred name for the gene, a brief description of the function, 

and PFAM domains are also listed.) 

 

 

 

 


