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## Chapter 1

## Introduction

This thesis studies the topological properties of inverse limit spaces with continuous interval bonding maps. In the first part (Chapters 3 and (4) we focus on the topology of unimodal inverse limit spaces, and in the second (Chapter 5) we construct different planar embeddings of chainable continua with respect to their accessible sets.

## Inverse limits with application in dynamical systems

The inverse limit construction gives a method to efficiently describe spaces obtained as nested intersections of (closed) discs in the ambient metric space. Assume that we are given a sequence of non-empty compact connected metric spaces (i.e., continua) $\left\{X_{n}\right\}_{n \in \mathbb{N}_{0}}$ and continuous maps $f_{n}: X_{n} \rightarrow X_{n-1}$, for all $n \in \mathbb{N}$. The inverse limit of inverse sequence $\left\{X_{n}, f_{n}\right\}$ is the subset of $\prod_{n \in \mathbb{N}_{0}} X_{n}$, given by

$$
X=\lim _{\leftrightarrows}\left\{X_{n}, f_{n}\right\}=\left\{\left(\ldots, x_{-2}, x_{-1}, x_{0}\right): f_{n+1}\left(x_{-(n+1)}\right)=x_{-n}, n \in \mathbb{N}_{0}\right\},
$$

and equipped with the product topology. Spaces $X_{n}$ are called factor spaces and maps $f_{n}$ are called bonding maps. It is easy to see that every inverse limit of continua is also a continuum. Conversely, every continuum $X$ is homeomorphic to an inverse limit of compact connected polyhedra with onto bonding maps (Freudenthal [44). Here by polyhedron we mean a compact


Figure 1.1: Formation of the dyadic solenoid ${ }^{1}$ Left: map $F: \overline{\mathbb{D}}^{2} \times \mathbb{S}^{1} \rightarrow \overline{\mathbb{D}}^{2} \times \mathbb{S}^{1}$ of the solid torus. Right: approximation of the attractor, $\cap_{n=1}^{N} F^{n}\left(\overline{\mathbb{D}}^{2} \times \mathbb{S}^{1}\right)$ for some large $N \in \mathbb{N}$.
triangulable space (i.e., homeomorphic to a simplicial complex). Thus the use of inverse limits in topology (general as well as algebraic and specifically shape theory) is immediate; it basically gives an approximation of spaces by polyhedra.

On the other hand, nested intersections (and thus also inverse limits) naturally appear in topological dynamics. Assume we are given a topological space $M$ (often a manifold) and a continuous map (often with some extra smoothness assumptions) $F: M \rightarrow M$. Space $\Lambda \subset M$ is called an attractor of $F$ if there exists an open set $U \supset \Lambda$ such that $F(\mathrm{Cl}(U)) \subset U$ and $\Lambda=\cap_{n \in \mathbb{N}} F^{n}(U)$. Such an attractor is a set which attracts forward orbits of points close to it. Often one requires the topological transitivity of $\left.F\right|_{\Lambda}$, which roughly (on compact metric spaces) implies the existence of a (typical) set of dense orbits. This means that the forward orbit $\left\{F^{n}(x): n \in \mathbb{N}\right\}$ of almost every $x \in U$ will be plotting the whole (strange) attractor, see e.g. the formation of the dyadic solenoid in Figure 1.1. By a strange attractor we usually mean an attractor carrying certain fractal structure.

Note that an attractor is naturally the inverse limit of the sequence $\left\{F^{n}(U), i_{n}\right\}$, where $i_{n}: F^{n}(U) \rightarrow F^{n-1}(U)$ are inclusions, but it would be much more useful to describe $\Lambda$ as an inverse limit on a single space with a single bonding map such that the shift map is conjugate to the action of the original map $F$. To be more precise, one wants to find a (the simpler the better) topological space

[^0]$Y$ and a continuous $f: Y \rightarrow Y$ such that $\Lambda=\lim _{\rightleftarrows}\{Y, f\}$ and the maps $\left.F\right|_{\Lambda}$ and $\sigma: \underset{\rightleftarrows}{\lim }\{Y, f\} \rightarrow \underset{\rightleftarrows}{\lim }\{Y, f\}$ given by
$$
\sigma\left(\left(\ldots, x_{-2}, x_{-1}, x_{0}\right)\right)=\left(\ldots, x_{-2}, x_{-1}, x_{0}, f\left(x_{0}\right)\right)
$$
are topologically conjugate, i.e., there exists a homeomorphism $h: \varliminf_{亡}\{Y, f\} \rightarrow$ $\Lambda$ such that the diagram in Figure 1.2 commutes (consequently, $F$ and $\sigma$ have the same dynamical properties).


Figure 1.2: Topological conjugation of $F$ and $\sigma$.

The ideas originated from Smale's school in the 60's. It turns out that the crucial requirement for such a representation is the uniform hyperbolicity of map $F$. Williams proved in 86 that for one-dimensional uniformly hyperbolic attractors there exists a branched 1-manifold $Y$ and a continuous $f: Y \rightarrow Y$ such that $(\Lambda, F)$ and $\left(\lim _{\leftarrow}\{Y, f\}, \sigma\right)$ are topologically conjugate. We note here that $\underset{\leftrightarrows}{\lim }\{Y, f\}$ from Williams' result are solenoids, which are locally homeomorphic to the Cantor set of open arcs (see e.g. the dyadic solenoid in Figure 1.1). Later we will study attractors which contain folding points, which makes them substantially more complicated then Williams' uniformly hyperbolic solenoids.

Unfortunately, there are many systems which do not carry the hyperbolic structure, even on simple spaces like e.g. the plane. Probably the most prominent planar systems lacking the hyperbolic structure come from the family of Hénon maps $H_{a, b}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$,

$$
H_{a, b}(x, y)=\left(1+y-a x^{2}, b x\right),
$$

for $a, b \in \mathbb{R}$, see the attractor of Hénon's original example [51] in Figure 1.3 .


Figure 1.3: Hénon attractor ${ }^{2}$ For $a=1.4, b=0.3$.

The existence of parameters $a, b \in \mathbb{R}$ for which there exists a strange attractor was proven by Benedicks and Carleson in [20], but to this day not much is known about their topology. For certain parameters the situation is simple. Namely, Barge and Holte prove in [15] that if $b$ is small and if $a \in \mathbb{R}$ is such that the logistic map $f_{a}:[0,1] \rightarrow[0,1]$ given by $f_{a}(x)=a x(1-x)$ has an attracting periodic orbit, then $\left(\Lambda,\left.H_{a, b}\right|_{\Lambda}\right)$ and $\left(\lim _{¿}\left\{[0,1], f_{a}\right\}, \sigma\right)$ are conjugate. However, in general the situation gets a lot more complicated. Barge shows in [11] that the presence of homoclinic tangencies (i.e., non-transversal intersections of stable and unstable manifolds) for map $F$ makes it impossible to represent $(\Lambda, F)$ as $(\underset{\leftarrow}{\lim }\{Y, f\}, \sigma)$, where $Y$ is some finite graph. One can hope to find a more complicated space $Y$ nevertheless. This approach was used in some conceptual pruned horseshoe models by de Carvalho and Hall in [39], but to our knowledge not developed further. Pruned horseshoe models were suggested by Cvitanović et al. in [42] and later developed by de Carvalho in [38.

At the end of this section we would like to point out the complicated topological structure of attractors with homoclinic tangencies. In [12] it is shown that such phenomena produce copies of every possible unimodal inverse limit space (defined below; this family contains uncountably many mutually nonhomeomorphic continua, see e.g. [10]) in every small neighbourhood. Even

[^1]more dramatic is the result from [66] showing that a small perturbation of a map with a homoclinic tangency can produce an attractor which locally resembles every inverse limit on intervals (including e.g. the pseudo-arc, the unique hereditarily indecomposable chainable continuum).

## The topology of unimodal inverse limits

In the first part of the thesis we study unimodal inverse limits, which serve as simple models for dynamical systems beyond Williams' uniformly hyperbolic solenoids. That is, we study the topological properties of inverse limit spaces defined on the unit interval with a single unimodal bonding map. In general, unimodal map $f$ on the interval $I=[0,1]$ is a piecewise (strictly) monotone map for which $f(0)=f(1)=0$ and which has a unique critical point in the interior of the interval. We will mostly focus on the family of tent maps, given by $T_{s}: I \rightarrow I, T_{s}(x)=\min \{s x, s(1-x)\}$, for $s \in(0,2]$, see Figure 1.4 . Denote the critical point by $c$ and its images by $c_{n}=T_{s}^{n}(c)$. So the spaces of interest are

$$
X_{s}=\lim _{\rightleftarrows}^{\leftrightarrows}\left\{I, T_{s}\right\}=\lim _{\rightleftarrows}^{\leftrightarrows}\left\{\left[0, c_{1}\right],\left.T_{s}\right|_{\left[0, c_{1}\right]}\right\},
$$

for $s \in[0,2]$. Here $\left[0, c_{1}\right]$ is the maximal interval on which $T_{s}$ is surjective. One readily checks that if $s<1$, the space $X_{s}$ is degenerate and thus not very interesting. For $s=1$ the space $X_{s}$ is an arc, i.e., homeomorphic to the unit interval. For $s>1$ there is an invariant interval $\left[c_{2}, c_{1}\right]$ called the core and all the points in $\left(0, c_{2}\right)$ are eventually mapped to the core. So it is not difficult to see that $X_{s}=\mathfrak{C} \cup X_{s}^{\prime}$, where

$$
X_{s}^{\prime}=\varliminf_{\check{m}}\left\{\left[c_{2}, c_{1}\right], T_{s} \mid{ }_{\left[c_{2}, c_{1}\right]}\right\}
$$

is a continuum called the core of $X_{s}$, and $\mathfrak{C}$ is a topological ray which compactifies on the core. The endpoint of $\mathfrak{C}$ is $(\ldots, 0,0,0) \in X_{s}$. This facts were proven by Bennett [21] in his Master's thesis.

The restriction to the tent family might seem very strong, but it captures


Figure 1.4: Graph of $T_{s}$ for $s=1.5,1.7,1.9$ with cores.
many features of unimodal dynamics and also interesting phenomena when we pass to the inverse limit. Actually, every unimodal map with no wandering intervals, no attracting periodic points, and which is not renormalizable is topologically conjugate to some tent map (see e.g. [70] and Section 2.3). In the inverse limit, wandering intervals or attracting periodic points will produce shift invariant collection of arcs as subcontinua. The effect of renormalization is also very well understood in the inverse limit, see e.g. [10, 35] and specially [16] for the topological description of infinitely renormalizable unimodal map (like e.g. logistic map at the Feigenbaum parameter).

Barge and Martin show in [17] that, given a continuous $f: I \rightarrow I$, it is possible to construct an (orientation-preserving or orientation-reversing) homeomorphism $H_{f}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with global attractor $\Lambda$ homeomorphic to $\varliminf_{\rightleftarrows}\{I, f\}$ and such that $H_{f}$ on $\Lambda$ is conjugate to the shift homeomorphism on $\underset{\rightleftarrows}{\underset{~}{~}}\{I, f\}$. They note that the construction readily generalizes, as was later proven by Boyland, de Carvalho and Hall in [25], where the construction was simultaneously conducted on parametrized families. Specially, it was shown that $[1,2] \ni s \mapsto H_{T_{s}}$ is continuous ( $C^{0}$ topology) and that $\left\{X_{s}: s \in[1,2]\right\}$ vary continuously in Hausdorff topology. We would like to note that the family of cores $X_{s}^{\prime}$ embedded in the plane in an orientation-preserving Barge-Martin way goes through very interesting sequence of bifurcations with respect to the set of accessible points and the prime end rotation number, as was recently shown in [24] (we obtained the same classification using symbolic computa-
tions in [7]). This results played a big role in motivating the last chapter of this thesis.

Let us indicate some basic topological properties of tent inverse limits. Naturally, every $X_{s}$ is a continuum. Furthermore, every $X_{s}$ is chainable. That means that there exist arbitrary small chain covers, where a chain is a cover which has an arc for a nerve. Generally, a continuum is chainable if and only if it is an inverse limit on intervals. It is $P$-like if and only if it is an inverse limit on spaces homeomorphic to $P$ (and then it can be covered by an arbitrary small cover whose nerve is $P$ ). For example, the dyadic solenoid from Figure 1.1 is circle-like but not arc-like. Moreover, if $1<s \leq \sqrt{2}$, then $X_{s}$ is decomposable. More precisely, it is the union of two copies of $X_{s^{2}}$ joined in the endpoints of their corresponding rays $\mathfrak{C}$. If $s>\sqrt{2}$, then $X_{s}$ is indecomposable, i.e., it cannot be represented as a union of two of its proper subcontinua. Note that indecomposable continua have uncountably many composants (composant of a point $x \in X$ is the union of all proper subcontinua of $X$ which contain $x$ ) and each is dense in the whole space, see [76] and Chapter 2.

We specifically point out that the inverse limit of the full tent map $T_{2}$ (actually every open unimodal map) is commonly known as the Knaster continuum. It is probably the simplest example of an indecomposable continuum and is realized as the global attractor of the Smale horseshoe map, see Figure 1.5 . Note that every point in $X_{2}$ has an open neighbourhood homeomorphic to the Cantor set of (open) arcs but one - the fixed point (..., 0,0 ).

In general, if we make a computer simulation of the Barge-Martin homeomorphism producing some $X_{s}$ as the attractor, one might be led to conclude that we locally see the Cantor set of arcs almost everywhere. Points which do not have an (open) neighbourhood homeomorphic to the Cantor set of (open) arcs are called folding points and are extensively studied in Chapter 3 . Every $X_{s}, s>1$ will contain folding points, e.g. $(\ldots, 0,0)$, but there are folding points also when we strip $\mathfrak{C}$ off. Actually, the simulations turn out to be dramatically deceiving - there are examples of $X_{s}$ in which every point is


Figure 1.5: Left: Smale horseshoe map $F$ is defined on a stadion-shaped region $D \subset \mathbb{R}^{2}$ in the topmost figur ${ }^{3}$. The following two figures show $F^{2}(D) \subset F(D) \subset D$. Right: The Knaster continuum, global attractor of $F$.
a folding point. This happens when the orbit of $c$ is dense in the core; and it is the typical situation (i.e., that happens for a dense $G_{\delta}$ set of parameters of full Lebesgue measure), see [9].

In Chapter 3 we study the topological properties of the set of folding points using its well-known characterization in terms of the omega-limit set of the critical point (Raines [79]). We distinguish the set of endpoints within the set of folding points and study its properties. An endpoint $x$ in $X_{s}$ is a point such that whenever two subcontinua $X, Y \subset X_{s}$ both contain $x$, then either $X \subset Y$ or $Y \subset X($ think of e.g. $(\ldots, 0,0))$. It turns out that it can happen that every folding point is actually an endpoint, like e.g. in the inverse limit spaces of infinitely renormalizable unimodal maps. In 2010 Alvin and Brucks [2] asked for the characterization of $X_{s}$ for which this happens. The main theorem in Section 3.4 gives an answer to this question.

Theorem 1.1. Every folding point in $X_{s}$ is an endpoint if and only if $c$ is persistently recurrent.

The definition of persistent recurrence (see Definition 3.20) first appeared

[^2]in Lyubich's paper [63] in relation with the existence of wild attractors (i.e., when metric and topological notion of an attractor disagree) in unimodal interval maps, where it turns out to be a necessary condition.

In order to obtain a complete understanding of the topological structure of spaces $X_{s}$, one might ask for a characterization of subcontinua, composants or arc-components. There are still many open questions in this direction. In Section 3.5 we use our knowledge of endpoints (precisely, spiral endpoints, see Definition 3.25) to give a symbolic characterization of arc-components in $X_{s}$, generalizing the result of Brucks and Diamond in [29]. Symbolically, arccomponents can be characterized by a symbolic backward tail, with exception of at most two endpoints which are spiral. This result was included in paper [7]. Generally, topological classification of arc-components of $X_{s}$ (as subspaces of $X_{s}$ ) is an entirely open question. We know that in $X_{2}$ all the arc-components (uncountably many of them) except $\mathfrak{C}$ are homeomorphic, see Bandt [8], but no similar results exist for other $X_{s}$.

## Topological classification of unimodal inverse limits

The question of classifying spaces $X_{s}$, commonly known as the Ingram conjecture, was open for a long time. It was first posed at 1992 Spring Topology Conference in Charlotte, where Tom Ingram asked if the three tent maps with critical orbit of period five generate topologically distinct inverse limits. Later, in his contribution to the Houston Problem Book [56, pg 257], Ingram attributes the original question to Stu Baldwin dated 1991. Barge and Diamond provide a positive answer to the period five case in [14], but naturally the classification in greater generality was also of interest. After some partial results in finite critical orbit case (see Swanson and Volkmer [84 and Bruin [31]), the conjecture was proven for periodic critical orbits by Kailhofer in [58] and finite critical orbits by Stimac in [83, 82]. (We say that the critical orbit is finite if the set $\left\{c_{n}: n \in \mathbb{N}_{0}\right\}$ is finite. It is preperiodic if it is finite and $c_{n} \neq c$ for all $n \in \mathbb{N}$, and periodic otherwise). Later, the result was extended to an uncountable class of infinite non-recurrent critical orbit case for which $\omega(c)$ is a Cantor set by Good and Raines in [46], infinite non-recurrent critical
orbit case in general by Raines and Štimac in [80, and finally to all $X_{s}$ by Barge, Bruin and Štimac in 2012 [10]. (Here $\omega(c)$ is the set of limit points of $\left\{c_{n}: n \in \mathbb{N}_{0}\right\}$, the critical orbit is non-recurrent if $c \notin \omega(c)$, and recurrent otherwise. For more thorough definitions of the basic dynamical properties of unimodal maps see Definition 2.24).

However, in the proof of the Ingram conjecture, the authors extensively use the structure of ray $\mathfrak{C}$ which is not contained in the core, leaving the topological classification of the cores $X_{s}^{\prime}$ open. Having $\mathfrak{C}$ within the space is a great advantage since it must be preserved under homeomorphisms. Once it is removed, it cannot be constructed from the core anymore. This is for instance illustrated by the work of Minc [72] showing that in general there are uncountably many mutually non-homeomorphic rays which compactify on an arbitrary non-degenerate continuum.

In Chapter 4 (already published in paper [3]) we give a partial topological classification of cores of unimodal inverse limits, related to the following extension of the Ingram conjecture:

Question 1.2 (The Core Ingram Conjecture). Is it true that if $\sqrt{2}<s<$ $\tilde{s} \leq 2$, then $X_{s}^{\prime}$ and $X_{\tilde{s}}^{\prime}$ are non-homeomorphic?

In the process of proving the Ingram Conjecture, partial solutions of the Core Ingram Conjecture were obtained as well. Kailhofer [58], Good and Raines [46] and Štimac [82] all make use of a distinguished dense arc-component inside the core of the inverse limit space, so the result holds true for finite critical orbit case and certain subset of non-recurrent critical orbit case. In 2015 Bruin and Štimac [37] proved that the conjecture holds true for the set of parameters where the critical point is Fibonacci-like. The last result was obtained from observations on the arc-component $\mathfrak{R}$, which is the arccomponent of the orientation reversing fixed point in the core.

We prove the Core Ingram Conjecture (in the positive) in case when both $T_{s}$ and $T_{\tilde{s}}$ have the infinite non-recurrent critical orbits. In that case $X_{s}^{\prime}$ contains no endpoints and there exist infinitely many folding points. That gives a
topological distinction of infinite non-recurrent critical orbit case. The main theorem of this chapter is the following.

Theorem 1.3. If $\sqrt{2}<s<\tilde{s} \leq 2$ and $T_{s}$ and $T_{\tilde{s}}$ have infinite non-recurrent critical orbits, then $X_{s}^{\prime}$ and $X_{\tilde{s}}^{\prime}$ are non-homeomorphic.

The approach we utilize resembles Barge, Bruin and Štimac's proof in [10]. There the authors exploit the structure of link-symmetric arcs in $\mathfrak{C}$ and, knowing that $\mathfrak{C}$ is preserved by homeomorphisms, prove the conjecture. Here (following the approach in [37]) we replace the arc-component $\mathfrak{C}$ by the arccomponent $\mathfrak{R}$ which exists in every $X_{s}^{\prime}$ and is dense in it. In general we can extract the structure of long link-symmetric arcs in $\mathfrak{R}$ and show that it substantially differs for different slopes $s$. However, it is hard to prove that $\mathfrak{R}$ is preserved under homeomorphisms. This is what we succeeded to prove only in infinite non-recurrent critical orbit case, leaving the Core Ingram Conjecture open in general. The result on the rigidity of the group of selfhomeomorphisms of $X_{s}^{\prime}$ from [36] extends as well, so we obtain the following result too.

Theorem 1.4. If $\sqrt{2}<s \leq 2$ and $T_{s}$ has infinite non-recurrent critical orbit, then for every self-homeomorphism $h: X_{s}^{\prime} \rightarrow X_{s}^{\prime}$ there exists $R \in \mathbb{Z}$ such that $h$ and $\sigma^{R}$ are isotopic.

## Planar embeddings of chainable continua

Recall the mentioned Barge-Martin construction [17] which produces planar homeomorphisms with $X_{s}$ for global attractors. There are two substantially different ways to perform the construction; one preserves the orientation and another reverses it (see the Smale horseshoe in Figure 1.5 for visualization). That gives two ways to embed spaces $X_{s}$ in the plane, called standard embeddings. Standard embeddings of unimodal inverse limits were symbolically constructed by Brucks and Diamond in [29] (orientation preserving) and Bruin in [32] (orientation reversing). In 2015 Boyland asked the following questions:

Question 1.5 (Boyland 2015). Is there an embedding of $X_{s}$ in the plane not equivalent to standard embeddings? Is there such an embedding for which $\sigma$ can be extended to a homeomorphism of the plane?

We gave the positive answer to the first question in [5]. There are uncountably many non-equivalent planar embeddings of every $X_{s}$ for $s>1$. However, for non-standard embeddings in the constructed class the map $\sigma$ is not extendable to a homeomorphism of the plane, as we showed in [7], leaving the second question open. The contents of papers [5] and [7] are not contained in this thesis. However, they have motivated the general study in Chapter 5. There we study planar embeddings of general chainable continua, partially answering the following long-standing open problem.

Question 1.6 (Nadler and Quinn, 1972). Given a chainable continuum $X$ and $x \in X$, is it possible to embed $X$ in the plane such that $x$ is accessible?

A point $x \in X \subset \mathbb{R}^{2}$ is called accessible if there is an arc $A \subset \mathbb{R}^{2}$ such that $A \cap X=\{x\}$. It was shown in Bing's 1952 paper [22] that chainable continua can always be embedded in the plane. We can simply construct such embeddings as nested intersections of chains which follow the patterns prescribed by bonding maps. There is a substantial amount of freedom in this construction, which enables us to push some points "out", making them accessible. That can be done for points which are not contained in zigzags of bonding maps (see Definition 5.13). In Chapter 5 (results are contained in paper [6]) we construct different planar embeddings of chainable continua. We show that the provided technique constructs all thin embeddings of chainable continua in the plane, i.e., for which there exist arbitrary small planar chain covers with connected links. This enables us to give a partial answer to the Nadler-Quinn problem. We show the following.

Theorem 1.7. If $X=\lim _{\leftrightarrows}\left\{I, f_{n}\right\}$, where $f_{n}$ are continuous and piecewise linear, and if $x=\left(\ldots, x_{-2}, x_{-1}, x_{0}\right) \in X$ is such that $x_{-n}$ is not contained in a zigzag of $f_{n}$ for all $n \geq 1$, then $X$ can be embedded in the plane such that $x$ is accessible.

The Nadler-Quinn problem is still open in full generality. We show that every point of Nadler's original candidate for a counterexample can be embedded accessibly, see Example 5.24. It is commonly believed that there should exist a counterexample (see Minc's candidate in Figure 5.16) to Nadler and Quinn's problem. It would be interesting to see if point $p$ from Minc's map in Figure 5.16 can be embedded accessibly and when it is possible to embed zigzag points accessibly in general (having the pseudo-arc in mind).

Another problem of interest in this context is the following.
Question 1.8 (Mayer 1983). Are there uncountably many non-equivalent planar embeddings of every indecomposable chainable continuum?

There is no unique definition of equivalence of embeddings in the literature. Throughout this thesis we say that embeddings $\varphi, \psi: X \rightarrow \mathbb{R}^{2}$ are equivalent if the homeomorphism $\varphi \circ \psi^{-1}$ can be extended to a homeomorphism of the plane. Using that definition, we give a positive answer to Mayer's question. The main tool we use is Mazurkiewicz' theorem (Theorem 5.33), which states that the number of composants of planar $X$ which are accessible in more than a point is at most countable. The main theorem is:

Theorem 1.9. Every chainable continuum which contains an indecomposable subcontinuum can be embedded in the plane in uncountably many (strongly) non-equivalent ways.

The question is still open for hereditarily decomposable continua, i.e., continua for which every subcontinuum is decomposable. We know that the arc has a unique embedding, but already the $\sin \frac{1}{x}$-curve has uncountably many (proved by Mayer in [67]). A hereditarily decomposable continuum which is particularly of interest is the inverse limit of the logistic map at the Feigenbaum parameter.

There is a weaker definition of equivalence which commonly appears in the literature. In that case we say that $\varphi, \psi: X \rightarrow \mathbb{R}^{2}$ are equivalent if there exists a homeomorphism $h: \varphi(X) \rightarrow \psi(X)$ which can be extended to a
homeomorphism of the plane. We note that Mayer's question is still open in this case. A positive answer was only obtained in the case of the pseudo-arc (see Lewis [62]) and unimodal inverse limits $X_{s}$ with $s>1$ (see [5]). In the course of the thesis we suggest possible paths towards a full generalization.

## Short outline of the thesis

In Chapter 2 we give basic definitions and results on chainable continua and inverse limit spaces. We also give basic dynamical properties of the tent family since they will play a crucial role in the study of topological properties of spaces $X_{s}$ later. The symbolic description of the dynamics of maps $T_{s}$ is given in two (equivalent) ways; the Milnor-Thurston kneading theory and the Hofbauer tower construction. Both techniques are extended to spaces $X_{s}$ in Chapter 3 and heavily used in the rest of our study.

In Chapter 3 we study the local and global topological properties of spaces $X_{s}$. Section 3.4 is devoted to the structures of folding points culminating with a proof of Theorem 1.1. Section 3.5 gives symbolic characterization of arc-components.

In Chapter 4 we study the structure of the complete sequence $\left\{A_{i}\right\}$ of long link-symmetric arcs in $\mathfrak{R}$ and show that it characterizes $\mathfrak{R}$ in the case when the critical orbit is infinite and non-recurrent. That enables us to prove the Core Ingram Conjecture in this case, see Theorem 1.3 ,

In Chapter 5 we construct different planar embeddings of chainable continua. We introduce the notion of a zigzag and prove Theorem 1.7. We also give counterexamples to the converse of Theorem 1.7 and explain the main difficulty in obtaining the full answer to the Nadler-Quinn problem. The construction enables us to explore non-equivalent embeddings of chainable continua. We use the strong definition of equivalence and show Theorem 1.9 . This chapter contains many open questions and possible paths towards their solutions.

## Chapter 2

## Preliminaries

In this chapter we give an overview of the basic notions used throughout the thesis. We introduce continua, some of their special properties, and relate them to the notion of an inverse limit space. Since the thesis will focus on the interval inverse limits (i.e., chainable continua), they are given a special treatment. Furthermore, we introduce unimodal dynamical systems on the interval and some basic symbolic techniques, such as the Milnor-Thurston kneading theory [71] and Hofbauer towers [53].

### 2.1 Chainable continua

We will first introduce the notion of a continuum and focus on the basic properties of chainable continua.

Definition 2.1. Continuum is a non-empty compact connected metric space. A subcontinuum of a continuum $X$ is a subset of $X$ which is itself a continuum. It is called proper if it does not equal $X$. The composant of a point $x \in X$ is the union of all proper subcontinua of $X$ which contain $x$.

Definition 2.2. The unit interval will be denoted by $I=[0,1]$. An arc $A$ is a space homeomorphic to $I$. Given a continuum $X$ and $x \in X$, the arc-component $\mathfrak{U}_{x}$ of $x$ is the union of all arcs in $X$ which contain $x$.

In the next example we introduce continua, other than the arc, which will commonly appear in our study.

Example 2.3. The $\sin \frac{1}{x}$ continuum is a space homeomorphic to the closure of the graph of $\sin \frac{1}{x}$ on $(0,1]$. It consists of an arc and a ray compactifying on it. A ray is a continuous one-to-one image of $[0, \infty)$. More generally, an Elsa continuum is a continuum consisting of an arc and a ray compactifying on it. The terminology Elsa continuum was introduced by Sam Nadler in [77] (after his wife).

Definition 2.4. A continuum is called indecomposable if it cannot be represented as a union of two of its proper subcontinua.

Remark 2.5. Decomposable continuum $X$ can have either one or three composants. Precisely, if $X$ is not irreducible, i.e., if for every pair $p, q \in X$ there exists a proper subcontinuum of $X$ containing both $p$ and $q$, then the composant of every point equals $X$. If there is a pair of points $p, q$ which are not contained in a proper subcontinuum of $X$, then there exist three composants, namely, $\kappa(p)=\{x \in X:$ there is a proper subcontinuum of $X$ containing $p$ and $x\}$, $\kappa(q)=\{x \in X$ : there is a proper subcontinuum of $X$ containing $q$ and $x\}$, and the whole $X$, see [76], Theorem 11.13. For example, an arc $I=[0,1]$ has three composants: $[0,1),(0,1]$, and I. In the next theorem we see that the composant structure is much more interesting for indecomposable continua.

Theorem 2.6 ([52], Theorems 3-44, 3-46, 3-47). An indecomposable continuum $X$ contains uncountably many pairwise disjoint composants and each is dense in $X$.

Definition 2.7. $A$ chain in a metric space $X$ is a set $\mathcal{C}=\left\{\ell_{1}, \ldots, \ell_{n}\right\}$ of open subsets of $X$ called links, such that $\ell_{i} \cap \ell_{j} \neq \emptyset$ if and only if $|i-j| \leq 1$. The mesh of $\mathcal{C}$ is defined as $\operatorname{mesh}(\mathcal{C}):=\max _{i \in\{1, \ldots, n\}} \operatorname{diam}\left(\ell_{i}\right)$. Denote by $\mathcal{C}^{*}:=\cup_{i \in \mathbb{N}} \ell_{i}$. We say that a continuum $X$ is chainable if for every $\varepsilon>0$ there exists a chain $\mathcal{C}$ which covers $X$ and such that $\operatorname{mesh}(\mathcal{C})<\varepsilon$.

Definition 2.8. Given metric spaces $X$ and $Y$, a continuous map $f: X \rightarrow Y$ is called an $\varepsilon$-map if $\operatorname{diam}\left(f^{-1}(f(x))\right)<\varepsilon$ for every $x \in X$. A continuum $X$ is called arc-like if for every $\varepsilon>0$ there exists an $\varepsilon$-map $f: X \rightarrow I$.

Theorem 2.9 ([76], Theorem 12.11). A continuum is chainable if and only if it is arc-like.
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Definition 2.10. We say that $\mathcal{C}^{\prime}=\left\{\ell_{1}^{\prime}, \ldots, \ell_{m}^{\prime}\right\}$ refines $\mathcal{C}$ and write $\mathcal{C}^{\prime} \prec \mathcal{C}$ if for every $j \in\{1, \ldots, m\}$ there exists $i \in\{1, \ldots, n\}$ such that $\ell_{j}^{\prime} \subset \ell_{i}$. If $\mathcal{C}^{\prime} \prec \mathcal{C}$, then we define the pattern of $\mathcal{C}^{\prime}$ in $\mathcal{C}$ as an ordered m-tuple $\operatorname{Pat}\left(\mathcal{C}^{\prime}, \mathcal{C}\right)=\left(a_{1}, \ldots, a_{m}\right)$ such that $\ell_{j}^{\prime} \subset \ell_{a(j)}$ for every $j \in\{1, \ldots, m\}$. If $\ell_{j}^{\prime} \subset \ell_{i} \cap \ell_{i+1}$ we take $a(j)=i$, but that choice is made just for completeness.

Lemma 2.11. Let $X$ and $Y$ be compact metric spaces and let $\mathcal{C}_{n}$ and $\mathcal{D}_{n}$ be chain covers of $X$ and $Y$ respectively such that $\mathcal{C}_{n+1} \prec \mathcal{C}_{n}, \mathcal{D}_{n+1} \prec \mathcal{D}_{n}$ and $\operatorname{Pat}\left(\mathcal{C}_{n+1}, \mathcal{C}_{n}\right)=\operatorname{Pat}\left(\mathcal{D}_{n+1}, \mathcal{D}_{n}\right)$ for all $n \in \mathbb{N}_{0}$. Assume also that $\operatorname{mesh}\left(\mathcal{C}_{n}\right) \rightarrow$ $0, \operatorname{mesh}\left(\mathcal{D}_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Then $X=\cap_{n \in \mathbb{N}_{0}} \mathcal{C}_{n}^{*}$ and $Y=\cap_{n \in \mathbb{N}_{0}} \mathcal{D}_{n}^{*}$ are homeomorphic.

Proof. Denote by $\mathcal{C}_{k}=\left\{\ell_{1}^{k}, \ldots, \ell_{n(k)}^{k}\right\}$ and $\mathcal{D}_{k}=\left\{L_{1}^{k}, \ldots, L_{n(k)}^{k}\right\}$ for all $k \in \mathbb{N}_{0}$. Let $x \in X$. Then $x=\cap_{k \in \mathbb{N}_{0}} \ell_{i(k)}^{k}$ for some $\ell_{i(k)}^{k} \in \mathcal{C}_{k}$ such that $\ell_{i(k)}^{k} \subset \ell_{i(k-1)}^{k-1}$ for every $k \in \mathbb{N}$.

Define $h: X \rightarrow Y$ as $h(x):=\cap_{k \in \mathbb{N}_{0}} L_{i(k)}^{k}$. Since the patterns agree and diameters tend to zero, this map is a well defined bijection. We show that it is continuous. First note that $h\left(\ell_{i(m)}^{m}\right)=L_{i(m)}^{m}$ for every $m \in \mathbb{N}_{0}$ and every $i(m) \in\{1, \ldots, n(m)\}$, since if $x=\cap_{k \in \mathbb{N}_{0}} \ell_{i(k)}^{k} \subset \ell_{i(m)}^{m}$, then there is $k^{\prime} \in \mathbb{N}_{0}$ such that $\ell_{i(k)}^{k} \subset \ell_{i(m)}^{m}$ for all $k \geq k^{\prime}$. But then $L_{i(k)}^{k} \subset L_{i(m)}^{m}$ for all $k \geq k^{\prime}$, thus $h(x)=\cap_{k \in \mathbb{N}_{0}} L_{i(k)}^{k} \subset L_{i(m)}^{m}$. The other direction follows similarly. Now let $U \subset Y$ be an open set and $x \in h^{-1}(U)$. Since diameters tend to zero, there is $m \in \mathbb{N}_{0}$ and $i(m) \in\{1, \ldots, n(m)\}$ such that $h(x) \in L_{i(m)}^{m} \subset U$ and thus $x \in \ell_{i(m)}^{m} \subset h^{-1}(U)$. So $h^{-1}(U) \subset X$ is open and that concludes the proof.

We note that the previous lemma holds in a more general setting, i.e., for graph-like continua and graph chains once the pattern is well defined, see 69.

Corollary 2.12 (See also [22]). Every chainable continuum can be embedded in the plane.

The precise construction of an embedding from the previous Corollary (actually, of many different embeddings) will be given in Chapter 5. For now
we only mention that the construction will use nested intersections of planar chains whose links are discs in the plane. Lemma 2.11 shows that we get the space homeomorphic to the chosen chainable continuum $X$ if the constructed chains follow the prescribed patterns.

### 2.2 Inverse limit spaces

The notion of a chainable continuum is equivalent to the notion of an inverse limit on intervals. In this section we define an inverse limit space and give some basic results, focusing on the interval inverse limits.

Definition 2.13. Let $\left(X_{n}\right)_{n \in \mathbb{N}_{0}}$ be a sequence of continua and let $f_{n}: X_{n} \rightarrow$ $X_{n-1}$ be a continuous function for every $n \in \mathbb{N}$. The inverse limit of pair $\left(X_{n}, f_{n}\right)$ is the space

$$
X=\lim _{\rightleftarrows}\left\{X_{n}, f_{n}\right\}:=\left\{\left(\ldots, x_{-1}, x_{0}\right): f_{n}\left(x_{-n}\right)=x_{-n+1}, n \in \mathbb{N}\right\} \subset \prod_{n \in \mathbb{N}_{0}} X_{n},
$$

equipped with the standard product topology, i.e., the smallest topology in which the projections $\pi_{n}: X \rightarrow X_{n}, \pi_{n}\left(\left(\ldots, x_{-2}, x_{-1}, x_{0}\right)\right):=x_{-n}$ are continuous.

Remark 2.14. Note that the countable product (with product topology) of metric spaces is metrizable. Moreover, note that $X=\cap_{m \in \mathbb{N}_{0}} Z_{m}$, where $Z_{m}=$ $\left\{\left(\ldots, x_{-1}, x_{0}\right) \in X: f_{n}\left(x_{-n}\right)=x_{-n+1}\right.$, for all $\left.n \leq m\right\}$. Since $\left(Z_{m}\right)$ is a nested sequence of compact and connected spaces, $X$ is a non-degenerate continuum. Details are given in [55].

Remark 2.15. For $n<m$ denote by $f_{n}^{m}:=f_{n+1} \circ f_{n+2} \circ \ldots \circ f_{m}: X_{m} \rightarrow X_{n}$. If $f_{n}$ are not surjections, we can replace every $X_{n}$ by $Y_{n}=\cap_{m>n} f_{n}^{m}\left(X_{m}\right)$. Then $X=\varliminf_{\succsim}\left\{Y_{n}, f_{n}\right\}$ and $\left.f_{n}\right|_{Y_{n}}$ is a surjection. So in the rest of the text we assume that all bonding maps are surjections.

The next theorem gives necessary and sufficient conditions on two inverse limits to be homeomorphic.

Theorem 2.16 (Mioduszewski, [74]). Continua $\underset{\rightleftarrows}{\lim }\left\{X_{i}, f_{i}\right\}$ and $\varliminf_{\gtreqless}\left\{Y_{i}, g_{i}\right\}$ are homeomorphic if and only if for every sequence of positive numbers $\varepsilon_{i} \rightarrow 0$
there exist sequences of strictly increasing integers $\left(n_{i}\right)$ and $\left(m_{i}\right)$, and an infinite diagram as in Figure 2.1, such that every subdiagram as in Figure 2.2


Figure 2.1: Infinite $\left(\varepsilon_{i}\right)$-commutative diagram from Mioduszewski's theorem.
is $\varepsilon_{i}$-commutative.



Figure 2.2: Subdiagrams which are $\varepsilon_{i}$-commutative for every $i \in \mathbb{N}$.

Corollary 2.17 (see also [55], Theorem 166). Let $\left(n_{i}\right)_{i \in \mathbb{N}}$ be a sequence in $\mathbb{N}$ and denote by $g_{i}=f_{n_{i}}^{n_{i+1}}$ for $i \in \mathbb{N}$. Then $\varliminf\left\{X_{i}, f_{i}\right\}$ and $\varliminf_{\varliminf}\left\{X_{n_{i}}, g_{i}\right\}$ are homeomorphic.

The next theorem gives necessary and sufficient conditions on the indecomposability of an inverse limit.

Theorem 2.18 (Kuykendall, [60]). Suppose $\left\{X_{i}, f_{i}\right\}$ is an inverse sequence such that each $X_{i}$ is a continuum and each $f_{i}$ is a continuous surjection. Then $X=\underset{\leftarrow}{\lim }\left\{X_{i}, f_{i}\right\}$ is indecomposable if and only if for every $n \in \mathbb{N}$ and every $\varepsilon>0$ there exists $m>n$ and three points of $X_{m}$ such that if $K$ is a subcontinuum of $X_{m}$ containing two of them, then $d_{n}\left(x, f_{n}^{m}(K)\right)<\varepsilon$ for every $x \in X_{n}$ (here $d_{n}$ denotes the metric on $X_{n}$ ).

In the rest of the thesis we focus on the inverse limits on intervals. Without loss of generality we can take all factor spaces to be $I=[0,1]$ and $f_{i}: I \rightarrow I$
continuous surjections. Actually, by Mioduszewski's theorem, every $f_{i}$ can be taken piecewise linear. We will use the following metric on $I^{\infty}$ :

$$
d\left(\left(\ldots, x_{-2}, x_{-1}, x_{0}\right),\left(\ldots, y_{-2}, y_{-1}, y_{0}\right)\right)=\sum_{n \in \mathbb{N}_{0}} \frac{\left|x_{-n}-y_{-n}\right|}{2^{n}}
$$

This metric induces the standard product topology. The space $I^{\infty}$ equipped with the product topology is called the Hilbert cube. The following theorem relates the notion of an inverse limit with the notion of a chainable continuum.

Theorem 2.19 ([76], Theorem 12.19). A continuum is arc-like if and only if it is an inverse limit on arcs with onto bonding maps.

Thus, a continuum is chainable if and only if it is an inverse limit on intervals. In Remark 2.21 we construct natural chains for every inverse limit on intervals.

Remark 2.20. If $S \subset X$ is a set, by $\bar{S}$ we will denote its closure. Also, for $S=\left\{S_{1}, \ldots S_{n}\right\}$ we denote by $S^{*}=\cup_{i=1}^{n} S_{i}$.

Remark 2.21 (Construction of natural chains). Let $X=\underset{\rightleftarrows}{\lim _{\rightleftarrows}}\left\{I, f_{i}\right\}$, where $f_{i}: I \rightarrow I$ are continuous surjections. We show that $X$ is chainable by constructing the natural chains. See Figure 2.3.

Take some chain $C_{0}=\left\{l_{1}^{0}, \ldots, l_{k(0)}^{0}\right\}$ in I which covers I and define $\pi_{0}^{-1}\left(C_{0}\right)=$ : $\mathcal{C}_{0}=\left\{\ell_{1}^{0}, \ldots, \ell_{k(0)}^{0}\right\}$, where $\ell_{i}^{0}=\pi_{0}^{-1}\left(l_{i}^{0}\right)$. Note that $\mathcal{C}_{0}$ is an open cover of $X$ and a chain in $X$.

Now take a chain $C_{1}=\left\{l_{1}^{1}, \ldots, l_{k(1)}^{1}\right\}$ cover of I such that for every $j \in$ $\{1, \ldots, k(1)\}$ there exists $j^{\prime} \in\{1, \ldots, k(0)\}$ such that $f_{1}\left(\overline{l_{j}^{1}}\right) \subset l_{j^{\prime}}^{0}$ and define $\mathcal{C}_{1}:=\pi_{1}^{-1}\left(C_{1}\right)$. Note that $\mathcal{C}_{1}$ is a chain cover of $X$. Also note that $\mathcal{C}_{1} \prec$ $\mathcal{C}_{0}$ and $\operatorname{Pat}\left(\mathcal{C}_{1}, \mathcal{C}_{0}\right)=\left\{a_{1}^{1}, \ldots, a_{k(1)}^{1}\right\}$ where $f_{1}\left(\pi_{1}\left(\ell_{j}^{1}\right)\right) \subset \pi_{0}\left(\ell_{a_{j}^{1}}^{0}\right)$ for all $j \in$ $\{1, \ldots, k(1)\}$.

Inductively we construct $\mathcal{C}_{n+1}=\left\{\ell_{1}^{n+1}, \ldots, \ell_{k(n+1)}^{n+1}\right\}:=\pi_{n+1}^{-1}\left(C_{n+1}\right)$, where $C_{n+1}=\left\{l_{1}^{n+1}, \ldots, l_{k(n+1)}^{n+1}\right\}$ is some chain of I such that for every $j \in\{1,2, \ldots$, $k(n+1)\}$ there exists $j^{\prime} \in\{1, \ldots, k(n)\}$ such that $f_{n+1}\left(\overline{l_{j}^{n+1}}\right) \subset l_{j^{\prime}}^{n}$. Note that $\mathcal{C}_{n+1} \prec \mathcal{C}_{n}$ and $\operatorname{Pat}\left(\mathcal{C}_{n+1}, \mathcal{C}_{n}\right)=\left(a_{1}^{n+1}, \ldots, a_{k(n+1)}^{n+1}\right)$, where $f_{n+1}\left(\pi_{n+1}\left(\ell_{j}^{n+1}\right)\right) \subset$ $\pi_{n}\left(\ell_{a_{j}^{n+1}}^{n}\right)$ for all $j \in\{1, \ldots, k(n+1)\}$.

Note that links of $C_{n}$ can be chosen small enough to ensure that mesh $\left(\mathcal{C}_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ and note that $X=\cap_{n \in \mathbb{N}_{0}} \mathcal{C}_{n}^{*}$.



Figure 2.3: Construction of natural chains. For simplicity, in the picture the links of $C_{n}$ are taken to be closed segments with a common boundary point.

Many chainable continua are inverse limits with a single bonding map $f: I \rightarrow$ $I$. Such inverse limits will be denoted by $\underset{\leftarrow}{\varliminf}\{I, f\}$. The important property of the inverse limit space with a single bonding map is the existence of the shift homeomorphism. It is defined as $\sigma: \underset{\rightleftarrows}{\lim }\{I, f\} \rightarrow \underset{\varliminf}{\lim }\{I, f\}$,

$$
\sigma\left(\left(\ldots, x_{-2}, x_{-1}, x_{0}\right)\right):=\left(\ldots, x_{-2}, x_{-1}, x_{0}, f\left(x_{0}\right)\right)
$$

The dynamical system $(\underset{\longleftarrow}{\lim }\{I, f\}, \sigma)$ is the smallest invertible extension of $(I, f)$ and is easily analyzed. The spaces $\underset{\rightleftarrows}{\lim }\{I, f\}$ occur as global attractors of planar homeomorphisms (see [17], [25]). Thus the dynamics on the attractor can be easily understood in terms of $(I, f)$, which is a great advantage. Moreover, for many systems the dynamics on the global attractor can be obtained as a shift on an inverse limit on some simple space; e.g. on a branched 1-manifold for hyperbolic systems, see [85, 86], on the interval for certain parameters in the Hénon family, see [15], or on a finite tree for some simple pruned horseshoes, see [39].

We cite one more important theorem which will be often used. Although it is stated for inverse limits with a single bonding map, it can easily be generalized to more bonding maps. We will not need such generality. The theorem was
originally proven in a weaker form by Bennett in [21] and generalized by Ingram in [55].

Theorem 2.22. [Bennett, [55], Theorem 19] Assume $f: I \rightarrow I$ is onto and there exists $c \in(0,1)$ such that $f([c, 1]) \subset[c, 1],\left.f\right|_{[0, c]}$ is monotone and there exists $n \in \mathbb{N}$ such that $f^{n}([0, c])=I$. Then $\underset{\rightleftarrows}{\varliminf}\{I, f\}$ is a closure of a topological ray $R$ (continuous one-to-one image of $[0, \infty)$ ) and $\bar{R} \backslash R=$ $\varliminf_{\rightleftarrows}\left\{[c, 1],\left.f\right|_{[c, 1]}\right\}$.

Example 2.23. Let $f: I \rightarrow I$ be as in Figure 2.4. Note that ${\underset{\gtrless}{\leftrightarrows}}\left\{\left[\frac{1}{2}, 1\right],\left.f\right|_{\left[\frac{1}{2}, 1\right]}\right\}$ is an arc. Bennett's theorem implies that $\lim \{I, f\}$ is an Elsa continuum. Actually, it is easy to prove that $\lim _{\leftrightarrows}\{I, f\}$ is the $\sin \frac{1}{x}$-continuum, see Example 16 in [55].


Figure 2.4: Map $f$ from Example 2.23

For the end of this section we note that there are examples of chainable continua which cannot be represented as an inverse limit with a single bonding map, see [64], [65]. However, it can be shown that every chainable continuum can be represented as an inverse limit with two bonding maps, see [87.

### 2.3 Dynamics of unimodal interval maps

Definition 2.24. By a dynamical system we mean a pair $(X, f)$, where $X$ is a compact metric space and $f: X \rightarrow X$ is (piecewise) continuous. For $n \in \mathbb{N}$
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Figure 2.5: Topological (semi)-conjugacy of $f$ and $g$.
denote by $f^{n}:=f \circ f \circ \ldots \circ f$ ( $n$ times). The forward orbit of $x \in X$ is

$$
\operatorname{Orb}(x):=\left\{x, f(x), f^{2}(x), f^{3}(x), \ldots\right\} .
$$

The $\omega$-limit set of $x$ is a set of limit points of $\operatorname{Orb}(x)$, i.e.,
$\omega(x, f)=\left\{y \in X:\right.$ there exists an increasing $\left(n_{i}\right)_{i \in \mathbb{N}}, f^{n_{i}}(x) \rightarrow y$ as $\left.i \rightarrow \infty\right\}$.

We say that $x$ is periodic if there exists $n \in \mathbb{N}$ such that $f^{n}(x)=x$. The smallest such $n \in \mathbb{N}$ is called the prime period of $x$. If $x$ has period one, it is called $a$ fixed point. If $x$ is not periodic but there exists $m \in \mathbb{N}$ such that $f^{m}(x)$ is periodic of (prime) period $n$, then $x$ is called preperiodic with period $n$. If $x \in \omega(x)$, then $x$ is called recurrent.

Definition 2.25. Let $(X, f)$ and $(Y, g)$ be dynamical systems. We say that systems (or maps $f, g$ ) are topologically conjugate if there exists a homeomorphism $h: X \rightarrow Y$ such that $h \circ f=g \circ h$. Such $h$ is called a topological conjugacy of $f$ and $g$. If $h$ can be taken at most continuous and surjective, systems are topologically semi-conjugate and $g$ is called a factor of $f$. See Figure 2.5.

We will be interested in dynamical properties of systems $(I, f)$, where $I=[0,1]$ and $f: I \rightarrow I$ is unimodal, defined below.

Definition 2.26. We say that $f: I \rightarrow I$ is unimodal if
(a) $f$ is continuous,
(b) there exists a unique local maximum $c \in(0,1)$, i.e., $\left.f\right|_{[0, c)}$ is strictly increasing, $\left.f\right|_{(c, 1]}$ is strictly decreasing,
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(c) $f(0)=f(1)=0$.

Example 2.27. Typical families of unimodal maps are
(a) The logistic family $f_{a}(x)=a x(1-x), a \in(0,4]$.
(b) The tent family $T_{s}(x)=\min \{s x, s(1-x)\}, s \in(0,2]$.
(c) The sine family $S_{\alpha}(x)=\alpha \sin (\pi x), \alpha \in(0,1]$.

See Figure 2.6. Note that every unimodal map has a fixed point 0 .


Figure 2.6: Graphs of (a) $f_{3}$, (b) $T_{1.5}$, (c) $S_{0.75}$.

In the rest of the thesis we will be studying inverse limits with a single unimodal map, most often taken from the tent family. This is not such a drastic restriction as it may appear. Namely, it turns out that every unimodal map of positive topological entropy is topologically semi-conjugate to the tent map of the same entropy [71] and unimodal maps with entropy zero are renormalizable and the return map is again unimodal. In the remainder of this subsection we will define the notions of renormalization and wandering intervals. Every non-infinitely renormalizable unimodal map with no wandering intervals and no attracting periodic orbits is topologically conjugate to a tent map, see [70].

Definition 2.28. We say that a periodic orbit $\operatorname{Orb}(x)$ of period $n$ is attracting if there exists an open set $U \ni x$ such that for every $y \in U$ it holds that $f^{n i}(y) \rightarrow x$ as $i \rightarrow \infty$.

Definition 2.29. We say that $J \subset I$ is a wandering interval for $f$ if $J, f(J), f^{2}(J), \ldots$ are all disjoint and no point of $J$ is attracted to an attracting periodic orbit.

Definition 2.30. Unimodal map $f$ is called renormalizable if there exists a closed interval $J \subset I$ and $n \geq 2$ such that
(i) $f^{n}(J) \subset J$
(ii) $J, f(J), \ldots f^{n-1}(J)$ have disjoint interiors
(iii) $J$ contains c in its interior.

Interval $J$ is called a restrictive interval of period $n$ and $\left.f^{n}\right|_{J}: J \rightarrow J$ is called the return map or renormalization of $f$ to $J$. If the renormalization is again renormalizable, we say that $f$ is twice renormalizable. This way we can define n-renormalizable maps for every $n \in \mathbb{N}$ and also infinitely renormalizable maps.

Infinite renormalization does not occur in the tent family, but it does in the logistic family. The famous example is the Feigenbaum map, i.e., logistic map with (Feigenbaum parameter) $a=0.892486418 \ldots$... Actually, the only dynamical phenomenon which make the logistic family richer than the tent family are the existence of attracting periodic orbits and the infinite renormalization. Those phenomena have simple topological consequences in the inverse limit spaces, see e.g. [10] or [29], justifying once again the restriction of our study to tent maps.

### 2.3.1 Tent map family

When the parameter $s>1$ is understood, we denote $T_{s}^{n}(c)=c_{n}$ for all $n \in \mathbb{N}$. Let $r=\frac{s}{s+1}$ denote the fixed point of $T_{s}$ in $(c, 1]$.

Remark 2.31. Behavior of orbits in the tent family is as follows:
(i) For $s<1$, for every point $x \in I$ it holds that $f^{n}(x) \rightarrow 0$ as $n \rightarrow \infty$, and 0 is the unique fixed point.
(ii) For $s=1$, every point $x \in[0,1 / 2]$ is fixed and for every $y \in(1 / 2,1]$ it holds that $f^{2}(y) \in[0,1 / 2]$.
(iii) For $s>1$, the interval $\left[c_{2}, c_{1}\right]$ is invariant (called the dynamical core) and for every point $x \in\left(0, c_{2}\right)$ there exists $N \in \mathbb{N}$ such that $f^{n}(x) \in$ [ $\left.c_{2}, c_{1}\right]$ for every $n \geq N$.
(a) If $1<s \leq \sqrt{2}$, then $T_{s}$ is renormalizable with restrictive interval $J=\left[c_{2}, r\right]$. Also $T_{s}(J)=\left[r, c_{1}\right]$ so every point in the core belongs either to $J$ or its image. $\left.T_{s}^{2}\right|_{J}$ is topologically conjugate to $T_{s^{2}}$. We conclude that if $\sqrt{2}<s^{m} \leq 2$ for some $m \geq 2$, then $T_{s}$ is $m-1$ times renormalizable. See Figure 2.7 .
(b) If $\sqrt{2}<s \leq 2$, then $T_{s}$ is locally eventually onto on the core, i.e., for every open $U \subset\left[c_{2}, c_{1}\right]$ there exists $n \in \mathbb{N}$ such that $T_{s}^{n}(U)=$ $\left[c_{2}, c_{1}\right]$. Also, direct calculations give $c_{3}<c_{4}$ and if $c_{3}>c$, then $c_{3}<r<c_{4}$. Specially, the smallest $\xi \geq 3$ such that $c_{\xi} \leq c$ is odd. Some other properties of $T_{s}$ in this case will be discussed later.


Figure 2.7: The graph of the map $\left.T_{s}^{2}\right|_{\left[c_{2}, c_{1}\right]}$ where $s=1.4<\sqrt{2}$. Dashed lines denote the core of the renormalized map $\left.T_{s}^{2}\right|_{\left[c_{2}, r\right]}$.

### 2.3.2 The Milnor-Thurston kneading theory for tent maps

In this section we present the Milnor-Thurston kneading theory [71] in a specific case when the piecewise linear interval map is a tent map $T_{s}$. We
will represent the points of the interval as a symbolic sequences (symbols will be chosen from the set $\{0, *, 1\}$ ) and the action of the chosen tent map will correspond to the symbolic shift. This theory was one of the major breakthroughs in the theory of dynamical systems on the interval. For example, in the original paper by Milnor and Thurston [71] it is proven that the topological entropy of the logistic family is monotone (which is still an open question for other unimodal families!) and the formula for the number of periodic orbits of unimodal maps was given. Later Guckenheimer [47] uses the symbolic description to study bifurcations in the unimodal family and the order in which periodic orbits appear. The phenomenon of renormalization in unimodal (and more general multimodal) families of interval maps was studied using the symbolic description in e.g. [41] and [70].

The symbolic coding can naturally be given in a greater generality. We restrict to tent maps mainly since the given symbolic coding will be one-to-one which makes the later analysis simpler. Moreover, the study of the topology of unimodal inverse limit spaces can, with the exception of infinitely renormalizable maps, be completely understood in the terms of tent map inverse limits. We come back to this in Chapter 3.

Assume $T=T_{s}$ is a tent map. To every $x \in[0,1]$ we assign its itinerary:

$$
i(x):=\nu_{0}(x) \nu_{1}(x) \ldots,
$$

where

$$
\nu_{i}(x):= \begin{cases}0, & T^{i}(x) \in[0, c), \\ * & T^{i}(x)=c, \\ 1, & T^{i}(x) \in(c, 1] .\end{cases}
$$

Note that if $\nu_{i}(x)=*$ for some $i \in \mathbb{N}_{0}$, then $\nu_{i+1}(x) \nu_{i+2}(x) \ldots=i\left(c_{1}\right)$. The sequence $\nu:=i\left(c_{1}\right)$ is called the kneading sequence of $T$ and denoted by $\nu=$ $\nu_{1} \nu_{2} \ldots$. Observe that if $*$ appears in the kneading sequence, then $c$ is periodic under $T$, i.e., there exists $n>0$ such that $c_{n}=c$ and the kneading sequence is of the form $\nu=\left(\nu_{1} \ldots \nu_{n-1} *\right)^{\infty}$. In this case we adjust the kneading
sequence by taking the smallest of $\left(\nu_{1} \ldots \nu_{n-1} 0\right)^{\infty}$ and $\left(\nu_{1} \ldots \nu_{n-1} 1\right)^{\infty}$ in the parity-lexicographical ordering defined below.

By $\#_{1}\left(a_{1} \ldots a_{n}\right)$ we denote the number of ones in a finite word $a_{1} \ldots a_{n} \in$ $\{0,1\}^{n}$; it can be either even or odd.

Choose $t=t_{1} t_{2} \ldots \in\{0,1\}^{\mathbb{N}}$ and $s=s_{1} s_{2} \ldots \in\{0,1\}^{\mathbb{N}}$ such that $s \neq t$. Take the smallest $k \in \mathbb{N}$ such that $s_{k} \neq t_{k}$. Then the parity-lexicographical ordering is defined as

$$
s \prec t \Leftrightarrow\left\{\begin{array}{l}
s_{k}<t_{k} \text { and } \#_{1}\left(s_{1} \ldots s_{k-1}\right) \text { is even, or } \\
s_{k}>t_{k} \text { and } \#_{1}\left(s_{1} \ldots s_{k-1}\right) \text { is odd. }
\end{array}\right.
$$

This ordering is also well-defined on $\{0, *, 1\}^{\mathbb{N}}$ once we define $0<*<1$.
Thus if $\left(\nu_{1} \ldots \nu_{n-1} 0\right)^{\infty} \prec\left(\nu_{1} \ldots \nu_{n-1} 1\right)^{\infty}$ we modify $\nu=\left(\nu_{1} \ldots \nu_{n-1} 0\right)^{\infty}$, otherwise $\nu=\left(\nu_{1} \ldots \nu_{n-1} 1\right)^{\infty}$.

In the same way we modify the itinerary of an arbitrary point $x \in[0,1]$. If $\nu_{i}(x)=*$ and $i$ is the smallest positive integer with this property then we replace $\nu_{i+1}(x) \nu_{i+2}(x) \ldots$ with the modified kneading sequence. Thus $*$ can appear only once in the modified itinerary of an arbitrary point $x \in[0,1]$.

From now onwards we assume that the itineraries of points from $[0,1]$ are modified and use the same notation $i(x)$ for the modified itinerary of $x$.

It is a well-known fact (see [71]) that a kneading sequence completely characterizes the dynamics of unimodal map in the sense of the following proposition:

Proposition 2.32. If $s_{0} s_{1} \ldots \in\{0, *, 1\}^{\mathbb{N}}$ is the itinerary of a point $x \in$ [ $\left.c_{2}, c_{1}\right]$, then

$$
\begin{equation*}
i\left(c_{2}\right) \preceq s_{k} s_{k+1} \ldots \preceq \nu=i\left(c_{1}\right), \text { for every } k \in \mathbb{N}_{0} . \tag{2.1}
\end{equation*}
$$

Conversely, assume $s_{0} s_{1} \ldots \in\{0, *, 1\}^{\mathbb{N}}$ satisfies 2.1). If there exists $j \in$ $\mathbb{N}_{0}$ such that $s_{j+1} s_{j+2} \ldots=\nu$, and $j$ is minimal with this property, assume additionally that $s_{j}=*$. Then $s_{0} s_{1} \ldots$ is realized as the itinerary of some $x \in\left[c_{2}, c_{1}\right]$.
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Figure 2.8: Equivalence of the system $(I, T)$ and its symbolic model.

Definition 2.33. We say that a sequence $s_{0} s_{1} \ldots \in\{0, *, 1\}^{\mathbb{N}}$ is admissible if it is realized as the itinerary of some $x \in[0,1]$. Denote the set of all admissible sequences by $S_{\text {adm }}$.

Remark 2.34. Note that Proposition 2.32 gives conditions on admissible itineraries of points $x \in\left[c_{2}, c_{1}\right]$. For points $y \in\left[0, c_{2}\right) \cup\left(c_{1}, 1\right]$ admissible itineraries are exactly $0^{\mathbb{N}}, 10^{\mathbb{N}}, 0^{j} s_{0} s_{1} \ldots, 10^{j-1} s_{0} s_{1} \ldots$ where $s_{0} s_{1} \ldots \in\{0, *, 1\}^{\mathbb{N}}$ is the itinerary of the point $T^{j}(y)$ which satisfies the conditions of Proposition 2.32 for $j:=\min \left\{i \in \mathbb{N}: T^{i}(y) \in\left[c_{2}, c_{1}\right]\right\}$.

Remark 2.35. Note that if $s>1$, then for every interval $[x, y] \subset I$ there exists $n \in \mathbb{N}$ such that $c \in T^{n}([x, y])$. Thus it follows that $x \mapsto i(x)$ is one-to-one. Actually, $i$ is strictly increasing. Moreover, Proposition 2.32 implies that $i: I \rightarrow S_{\text {adm }}$ is surjective. Let $\sigma: S_{\text {adm }} \rightarrow S_{\text {adm }}$ denote the shift $\operatorname{map} \sigma\left(s_{0} s_{1} s_{2} \ldots\right)=s_{1} s_{2} \ldots$. Then the diagram in Figure 2.8 is commutative. Note, however, that $i$ is not continuous in the preimages of $c$ so it does not conjugate $T$ and $\sigma$.

Remark 2.36. Note that for $s>1$ the kneading sequence starts as $\nu=$ $10 \ldots$.. If $T$ is not renormalizable, then Remark 2.31 (iii) implies that $\nu=$ $10(11)^{k} 0 \ldots$, where $k \geq 0$.

The rest of the subsection is devoted to the admissibility conditions on tent map kneading sequences.

Definition 2.37. We say that $x=x_{0} x_{1} \ldots$ is shift-maximal if $\sigma^{k}(x) \preceq x$ for every $k \in \mathbb{N}_{0}$.

Since $c_{1}$ is the maximum of $T$ and $i$ is increasing, it follows that $\nu$ is shiftmaximal. In general, every shift-maximal sequence is realized as the kneading
sequence of some logistic map (which makes it a full family), see [47]. In order to give admissibility conditions on the kneading sequences of tent maps we still have to exclude renormalization. The symbolics of renormalization is captured in the definition of the star product introduced in [41].

Definition 2.38. Let $A \in\{0,1\}^{m}$ and let $B=B_{0} B_{1} \ldots \in\{0,1\}^{\infty}$. Define the *-product as follows:

$$
A * B= \begin{cases}A B_{0} A B_{1} A B_{2} \ldots, & \text { if } \#_{1}(A) \text { is even, } \\ A B_{0}^{*} A B_{1}^{*} A B_{2}^{*} \ldots, & \text { if } \#_{1}(A) \text { is odd, where } 0^{*}=1,1^{*}=0 .\end{cases}
$$

The definition remains the same if $B$ is finite (then $A * B$ is finite). The sequence $s=A * B$ is called renormalizable. The sequence which is not renormalizable is called primary

Proposition 2.39 ([41], Lemma III.1.4 and Lemma III.1.6). A non-periodic sequence $s=s_{1} s_{2} \ldots$ or a sequence $\nu=\left(\nu_{1} \ldots \nu_{n-1} *\right)^{\infty}$ is the kneading sequence of some $T_{s}$ for $s>\sqrt{2}$ if and only if $\nu \succ 101^{\infty}$ is shift-maximal and primary.

Remark 2.40. For $m \geq 2$ and $\sqrt{2}<s^{m} \leq 2$ the kneading sequence of $T_{s}$ is of the form $1 * \nu$, where $\nu$ is the kneading sequence of $T_{s^{2}}$. See Remark 2.31 and 41].

### 2.3.3 Hofbauer tower

In this section we introduce the Hofbauer tower of a unimodal map, see originally [53] and later [70] and [27]. It is a Markov extension of the original map and the orbits can be easily tracked by jumping up and down the tower. We will only introduce the basic notions needed later.

Let $s>1$ and $T=T_{s}$ be a corresponding tent map. Closed intervals in $\mathbb{R}$ will be denoted by $[a, b]$, also if we do not know whether $a<b$ or $b<a$.

The Hofbauer tower of $T$ is a disjoint union of middle branches of $T$, i.e.,

$$
\mathcal{H}=\bigsqcup_{n \in \mathbb{N}} D_{n}
$$

where $D_{1}=\left[c_{1}, c\right]$ and

$$
D_{n+1}= \begin{cases}T\left(D_{n}\right) ; & c \notin D_{n}, \\ {\left[c_{n+1}, c_{1}\right] ;} & c \in D_{n},\end{cases}
$$

for every $n \in \mathbb{N}$. Note that if $a_{n} \in I, a_{n}<c$ denotes the point such that $\left[a_{n}, c\right]$ is the largest interval on which $T^{n}$ is monotone, then $D_{n}=T^{n}\left(\left[a_{n}, c\right]\right)$ for every $n>1$.

Note that one endpoint of $D_{n}$ is always $c_{n}$ for every $n \in \mathbb{N}$. If there exists $n \in \mathbb{N}$ such that $c=c_{n}$, then $c \in D_{n-1}$ so $D_{n}=\left[c_{n}, c_{1}\right]=D_{1}$, i.e., the tower is periodic with period $n$.

If $c \in D_{n}$, then $n$ is called a cutting time. Note that for $s>1$ there are infinitely many cutting times. Denote by $\left(S_{k}\right)_{k \in \mathbb{N}_{0}}$ the strictly increasing sequence of all cutting times, where $S_{0}=1$. Note that for $s \geq 1$ we have $S_{1}=2$.

Denote by $\beta(n):=n-\max _{k \in \mathbb{N}_{0}}\left\{S_{k}: S_{k}<n\right\}$. Then $D_{n}=\left[c_{n}, c_{\beta(n)}\right]$ for every $n>1$. Note that both $c_{n}<c_{\beta(n)}$ and $c_{\beta(n)}<c_{n}$ is possible.

Lemma 2.41 ([70], Lemma I.3.3). $D_{k} \subset D_{\beta(k)}$ for every $k>1$.

Since $c \in D_{S_{k}} \subset D_{\beta\left(S_{k}\right)}$, we conclude that $\beta\left(S_{k}\right)=S_{k}-S_{k-1}$ is a cutting time. The map $Q: \mathbb{N}_{0} \rightarrow \mathbb{N}_{0}$ given by $S_{Q(k)}:=S_{k}-S_{k-1}$ is called the kneading map for $f$. For completeness we set $Q(0)=0$. Note that $Q(k)=\infty$ is possible, in which case $c$ is periodic. Further on we restrict to non-periodic cases.

Remark 2.42. Note that for every $k \in \mathbb{N}$

$$
\nu_{1} \ldots \nu_{S_{k}}=\nu_{1} \ldots \nu_{S_{k-1}} \nu_{1} \ldots \nu_{S_{Q(k)}}^{*}
$$
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Lemma 2.43. $\nu_{1} \ldots \nu_{S_{k}}$ has odd number of $1 s$ for every $k \in \mathbb{N}$.
Proof. The claim is obviously true for $k=0,1$. Assume it is true for all $k<n$. Then $\nu_{1} \ldots \nu_{S_{n}}=\nu_{1} \ldots \nu_{S_{n-1}} \nu_{1} \ldots \nu_{S_{n}-S_{n-1}-1}\left(1-\nu_{S_{n}-S_{n-1}}\right)$. Since $S_{n}-S_{n-1}$ is a cutting time, by the inductive assumption $\nu_{1} \ldots \nu_{S_{n}-S_{n-1}-1}\left(1-\nu_{S_{n}-S_{n-1}}\right)$ is even. Also, $\nu_{1} \ldots \nu_{S_{n-1}}$ is odd and thus $\nu_{1} \ldots \nu_{S_{n}}$ is odd.

Proposition 2.44 ([34], Proposition 1). The map $Q: \mathbb{N}_{0} \rightarrow \mathbb{N}_{0}$ is realized as the kneading map of some tent map $T_{s}, s>\sqrt{2}$, with non-periodic critical point $c$, if and only if
(a) $\{Q(k+j)\}_{j \in \mathbb{N}} \succeq_{L}\left\{Q\left(Q^{2}(k)+j\right)\right\}_{j \in \mathbb{N}}$ for every $k \in \mathbb{N}$; where $\preceq_{L}$ denotes the lexicographical order,
(b) For every $K>1$ such that $Q(K)=K-1$ there is $k>K$ such that $Q(k)<K-1$.

Proof. The condition (a) originates from Hofbauer's original work [53]. There he proves that the condition $(a)$ is equivalent to $Q$ being the kneading map of some logistic map (with no attracting periodic orbit). Assume that ( $a$ ) and (b) hold. Thus $Q$ is the kneading map of some logistic map with kneading sequence $\nu$. If $\nu$ was renormalizable, it is of the form $\nu=A B_{1} A B_{2} A B_{3} \ldots$. If $B_{i}=B_{1}$ for every $i \in \mathbb{N}$, then $\nu$ is periodic, a contradiction. So there exists the smallest $i \in \mathbb{N}$ such that $B_{1} \neq B_{i}$. Note that then both $A B_{1}$ and $A B_{1}^{*}$ are admissible, so $|A|+1$ must be a cutting time, denote it by $|A|+1=S_{k}$. Again since $\nu$ is not periodic, $S_{Q(k+1)}=|A|+1=S_{k}$ so $Q(k+1)=k$ and $Q(k+j) \geq k$ for every $j \in \mathbb{N}$, a contradiction. Conversely, assume that $Q$ is a kneading map of some $T_{s}$, where $s>\sqrt{2}$ and $c$ is not periodic. Then [53] implies that $(a)$ is satisfied. Assume that $(b)$ is not satisfied, so there is $K>1$ such that $Q(K)=K-1$ and $Q(k) \geq K-1$ for every $k \in \mathbb{N}$. This immediately implies that $\nu$ is a renormalizable sequence of period $S_{K-1}$, which is a contradiction.

Remark 2.45. There is a symbolically simpler condition equivalent to (a) defined in terms of co-cutting times, see [34]. However, co-cutting times will not be needed in the rest of the thesis.

Example 2.46. It is not difficult to check that the following sequence is shift-maximal and primary and is thus the kneading sequence of some $T_{s}$ for $s>\sqrt{2}$.

$$
\nu=1.0 .0 .11 .101 .11 .10010 .10011100 .1001110110 .100111011110011 .1 \ldots
$$

Dots denote the cutting times, which are $1,2,3,5,8,10,15,23,33,48, \ldots$. The kneading map is $Q(0)=Q(1)=Q(2)=0, Q(3)=1, Q(4)=2, Q(5)=$ $1, Q(k)=k-3$, for $k>5$. The Hofbauer tower is given in Figure 2.9. Straightforward calculation shows that all conditions from Proposition 2.44 are also satisfied.


Figure 2.9: The Hofbauer tower for the kneading sequence given in Example 2.46

## Chapter 3

## Unimodal inverse limit spaces

In this chapter we study the topological properties of unimodal inverse limit spaces, i.e., spaces $\lim _{\leftarrow}\{I, f\}$ where $f$ is unimodal. For simplicity we will restrict to tent maps, covering all but infinitely renormalizable unimodal maps, the structure of which is well-known, see [13]. In our study we use the extension of the Milnor-Thurston kneading theory, representing every point as a two-sided infinite sequence on two symbols, with certain identification points. We give a symbolic characterization of arc-components and discuss the structure of folding points, i.e., points which do not have a neighbourhood homeomorphic to the Cantor set of open arcs. This study continues in Chapter 4, where we study the arc-component containing the fixed point in the core to obtain the partial classification of cores of tent inverse limits.

### 3.1 Definition and basic properties

We will be studying the topological properties of inverse limit spaces generated by a single bonding map from the tent family. Since every non-renormalizable unimodal map is semi-conjugate to some tent map, this can be directly applied to obtain topological properties of more general inverse limits generated by a single unimodal map.

Recall that the tent family is given by $T_{s}: I \rightarrow I, T_{s}(x)=\min \{s x, s(1-x)\}$, for $s \in[0,2]$. The inverse limit space with a single bonding map $T_{s}$ is given
by

$$
X_{s}:=\lim _{\leftrightarrows}\left\{[0,1], T_{s}\right\} .
$$

Recall the shift homeomorphism and natural chains introduced in Section 2.2, We list some properties of $X_{s}$. First note that $T_{s}$ are not surjective for $s<2$ so we restrict to the maximal interval on which $T_{s}$ is surjective, which is $\left[0, c_{1}\right]$. From now on we always take $X_{s}=\lim _{\rightleftarrows}\left\{\left[0, c_{1}\right], T_{s} \mid\left[0, c_{1}\right]\right\}$.
Remark 3.1. Some of the basic properties of $X_{s}$ are listed below:
(1) For $s<1, X_{s}=\{(\ldots, 0,0)\}$.
(2) For $s=1, X_{s}$ is an arc.
(3) For $s>1$, by Bennett's Theorem 2.22, the space $X_{s}$ is the closure of a topological ray $\mathfrak{C}$ and the remainder is the space

$$
X_{s}^{\prime}:=\varliminf_{\check{m}}\left\{\left[c_{2}, c_{1}\right],\left.T_{s}\right|_{\left[c_{2}, c_{1}\right]}\right\}
$$

called the core of $X_{s}$. Also, $\mathfrak{C}$ contains the point $\overline{0}=(\ldots, 0,0)$ and it equals the arc-component of $\overline{0}$.
(a) If $\sqrt{2}<s \leq 2$, then $X_{s}^{\prime}$ is indecomposable. Specifically, if $s=2$, then $X_{s}=X_{s}^{\prime}$ is the Knaster continuum.
(b) If $1<s \leq \sqrt{2}$, then $X_{s}^{\prime}$ is homeomorphic to two copies of $X_{s^{2}}$ joined at the points which correspond to $\overline{0}$.

In the rest of the chapter we will often, without loss of generality, restrict to the case $s>\sqrt{2}$.

### 3.2 Symbolic description

In this section we give the extension of the Milnor-Thurston kneading theory to the spaces $X_{s}$ from [29] and show how it can be used to study the topological properties. We give a symbolic characterization of arc-components in $X_{s}$ and inhomogeneity points.

We will show that the space $X_{s}$ is homeomorphic to the space $\Sigma_{a d m} / \sim$, where $\Sigma_{a d m}$ is the set of admissible two-sided infinite sequences in $\{0,1\}^{\mathbb{Z}}$ and $\sim$ is an equivalence relation obtained by replacing the symbol $*$ by both 0 and 1 .

In this section we fix $s>\sqrt{2}$ and, when there is no confusion, denote $X_{s}$ just by $X$. We show how the Milnor-Thurston construction from Subsection 2.3.2 can be expanded to describe the space $X$.

Take $x=\left(\ldots, x_{-2}, x_{-1}, x_{0}\right) \in X$. Define the itinerary of $x$ as a two-sided infinite sequence

$$
I(x):=\ldots \nu_{-2}(x) \nu_{-1}(x) \cdot \nu_{0}(x) \nu_{1}(x) \ldots \in\{0, *, 1\}^{\mathbb{Z}}
$$

where $\nu_{0}(x) \nu_{1}(x) \ldots=i\left(x_{0}\right)$ and

$$
\nu_{i}(x)= \begin{cases}0, & x_{i} \in[0, c) \\ *, & x_{i}=c \\ 1, & x_{i} \in(c, 1]\end{cases}
$$

for all $i<0$.
Remark 3.2. To avoid unnecessary extra notation, we will often abuse the notation and write $I(x)=\ldots x_{-2} x_{-1} \cdot x_{0} x_{1} \ldots$ instead of using $\nu_{i}(x)$. We also use $\overleftarrow{x}=\ldots x_{-2} x_{-1}$ and $\vec{x}=x_{0} x_{1} \ldots$ to denote the left and right infinite itineraries of $x$.

If $c$ is periodic, we make the same modifications as in Subsection 2.3.2. If $*$ appears for the first time at $\nu_{k}(x)$ for some $k \in \mathbb{Z}$, then $\nu_{k+1}(x) \nu_{k+2}(x) \ldots=$ $\nu$. If there is infinitely such $k$, then the kneading sequence is periodic with period $n \in \mathbb{N}, \nu=\left(\nu_{1} \nu_{2} \ldots \nu_{n-1}\right)^{\infty}$ and the itinerary of $x$ is of the form $\left(\nu_{1} \ldots \nu_{n-1} *\right)^{\mathbb{Z}}$. Replace $\left(\nu_{1} \ldots \nu_{n-1} *\right)^{\mathbb{Z}}$ with the modified itinerary $\left(\nu_{1} \nu_{2} \ldots \nu_{n-1} \nu_{n}\right)^{\mathbb{Z}}$, where $\nu=\left(\nu_{1} \ldots \nu_{n-1} \nu_{n}\right)^{\infty}$. In this way $*$ can appear at most once in every itinerary. Now we are ready to identify the inverse limit space with a quotient of a space of two-sided sequences consisting of two symbols.

Let $\Sigma:=\{0,1\}^{\mathbb{Z}}$ be the space of two-sided sequences equipped with the metric

$$
d\left(\left(s_{i}\right)_{i \in \mathbb{Z}},\left(t_{i}\right)_{i \in \mathbb{Z}}\right):=\sum_{i \in \mathbb{Z}} \frac{\left|s_{i}-t_{i}\right|}{2^{|i|}}
$$

for $\left(s_{i}\right)_{i \in \mathbb{Z}},\left(t_{i}\right)_{i \in \mathbb{Z}} \in \Sigma$. We define the shift homeomorphism $\sigma: \Sigma \rightarrow \Sigma$ as

$$
\sigma\left(\ldots s_{-2} s_{-1} \cdot s_{0} s_{1} \ldots\right):=\ldots s_{-2} s_{-1} s_{0} \cdot s_{1} \ldots
$$

By $\Sigma_{\text {adm }} \subseteq \Sigma$ we denote all $s \in \Sigma$ such that either
(a) $s_{k} s_{k+1} \ldots$ is admissible (i.e., contained in $S_{a d m}$, see Subsection 2.3.2) for every $k \in \mathbb{Z}$, or
(b) there exists $k \in \mathbb{Z}$ such that $s_{k+1} s_{k+2} \ldots=\nu$ and $s_{k-i} \ldots s_{k-1} * s_{k+1} s_{k+2} \ldots$ is admissible (contained in $S_{\text {adm }}$ ) for every $i \in \mathbb{N}$.

We abuse notation and call the two-sided sequences in $\Sigma_{\text {adm }}$ also admissible. Let us define an equivalence relation on the space $\Sigma_{a d m}$. For sequences $s=\left(s_{i}\right)_{i \in \mathbb{Z}}, t=\left(t_{i}\right)_{i \in \mathbb{Z}} \in \Sigma_{\text {adm }}$ we define the relation
$s \sim t \Leftrightarrow\left\{\begin{array}{l}\text { either } s_{i}=t_{i} \text { for every } i \in \mathbb{Z}, \\ \text { or if there exists } k \in \mathbb{Z} \text { such that } s_{i}=t_{i} \text { for all } i \neq k \text { but } s_{k} \neq t_{k} \\ \text { and } s_{k+1} s_{k+2} \ldots=t_{k+1} t_{k+2} \ldots=\nu .\end{array}\right.$
It is not difficult to see that this is indeed an equivalence relation on the space $\Sigma_{\text {adm }}$. Furthermore, every itinerary is identified with at most one other itinerary and the quotient space $\Sigma_{a d m} / \sim$ of $\Sigma_{a d m}$ is well defined. In [29] it was shown that $\Sigma_{a d m} / \sim$ is homeomorphic to $X$. For all observations in this subsection we refer to the paper [29] of Brucks \& Diamond (Lemmas 2.2-2.4 and Theorem 2.5).

### 3.3 Basic arcs

The space $X_{s}=\Sigma_{a d m} / \sim$ can be represented as the union of arcs which we call basic arcs. Those arcs will be determined by a left-infinite sequence of

0s and 1s. We give symbolic conditions which guarantee that two basic arcs have a common endpoint. The condition relates to the equivalence relation $\sim$ and gives a symbolic characterization of endpoints of $X_{s}$.

We say that a left-infinite sequence $\ldots s_{-2} s_{-1} \in\{0,1\}^{\mathbb{N}}$ is admissible if a finite word $s_{-k} \ldots s_{-1}$ is admissible for every $k \in \mathbb{N}$.

Definition 3.3. Let $\overleftarrow{s}=\ldots s_{-2} s_{-1}$ be an admissible left-infinite sequence. The basic arc determined by $\overleftarrow{s}$ is defined as:

$$
A(\overleftarrow{s}):=\left\{\left(t_{i}\right)_{i \in \mathbb{Z}} \in \Sigma_{a d m}: t_{i}=s_{i}, i<0\right\}
$$

Given an admissible $\overleftarrow{s}$, define two sets

$$
\begin{aligned}
\mathcal{L}(\overleftarrow{s}):=\left\{l \in \mathbb{N}: s_{-(l-1)} \ldots s_{-1}=\nu_{1} \ldots \nu_{l-1}, \#_{1}\left(\nu_{1} \ldots \nu_{l-1}\right) \text { odd }\right\} \\
\mathcal{R}(\overleftarrow{s}):=\left\{r \in \mathbb{N}: s_{-(r-1)} \ldots s_{-1}=\nu_{1} \ldots \nu_{r-1}, \#_{1}\left(\nu_{1} \ldots \nu_{r-1}\right) \text { even }\right\}
\end{aligned}
$$

Let $\tau_{L}(\overleftarrow{s}):=\sup \mathcal{L}$ and $\tau_{R}(\overleftarrow{s}):=\sup \mathcal{R}$ (we allow them to be infinite). When there is no confusion, we will often just write $\mathcal{L}$ and $\mathcal{R}$.

Lemma 3.4 ([32], Lemma 2). Assume that $\tau_{L}(\overleftarrow{s})<\infty$ and $\tau_{R}(\overleftarrow{s})<\infty$ Then

$$
\pi_{0}(A(\overleftarrow{s}))=\left[c_{\tau_{L}(\overleftarrow{s})}, c_{\tau_{R}(\overleftarrow{s})}\right]
$$

If $\overleftarrow{t} \in\{0,1\}^{\mathbb{N}}$ is another admissible left-infinite sequence such that $s_{i}=t_{i}$ for all $i<0$ except for $i=-\tau_{R}(\overleftarrow{s})=-\tau_{R}(\overleftarrow{t}) \quad\left(\right.$ or $\left.i=-\tau_{L}(\overleftarrow{s})=-\tau_{L}(\overleftarrow{t})\right)$, then $A(\overleftarrow{s})$ and $A(\overleftarrow{t})$ have a common boundary point.

It is often useful to obtain basic arcs as nested intersections of levels of the Hofbauer tower. We will show how to do it in the following lemmas. Recall that $\beta(n)=n-\max \left\{S_{k}: S_{k}<n\right\}$ for every $n \in \mathbb{N}$.

Lemma 3.5. If $\#_{1}\left(\nu_{1} \ldots \nu_{n-1}\right)$ is odd, then $c_{n}<c_{\beta(n)}$. If $\#_{1}\left(\nu_{1} \ldots \nu_{n-1}\right)$ is even, then $c_{n}>c_{\beta(n)}$.

Proof. Note that $c_{2}<c_{\beta(2)}=c_{1}$ and proceed inductively. Assume the claim holds for some $n \in \mathbb{N}$ and assume $\#_{1}\left(\nu_{1} \ldots \nu_{n}\right)$ is odd. If $n$ is a cutting time,
then $c_{n+1}<c_{1}=c_{\beta(n+1)}$ and we are done. So assume $n$ is not a cutting time. If $\#_{1}\left(\nu_{1} \ldots \nu_{n-1}\right)$ is odd, then $c_{n}<c_{\beta(n)}$ and since $\nu_{n}=0$, it follows that $c_{n}<c_{\beta(n)}<c$. So $c_{n+1}<c_{\beta(n)+1}=c_{\beta(n+1)}$. If $\#_{1}\left(\nu_{1} \ldots \nu_{n-1}\right)$ is even, then $c_{n}>c_{\beta(n)}>c$ and thus $c_{n+1}<c_{\beta(n+1)}$. The case when $\#_{1}\left(\nu_{1} \ldots \nu_{n}\right)$ is even follows analogously once we note that $n$ cannot be a cutting time using Lemma 2.43 ,

Lemma 3.6. If $l<l^{\prime} \in \mathcal{L}$, then $c_{l}<c_{l^{\prime}}$. If $r<r^{\prime} \in \mathcal{R}$, then $c_{r}>c_{r^{\prime}}$.
Proof. Fix $l<l^{\prime} \in \mathcal{L}$. We will compare $\nu_{l} \nu_{l+1} \ldots$ to $\nu_{l^{\prime}} \nu_{l^{\prime}+1} \ldots$. Take the smallest $k \in \mathbb{N}_{0}$ such that $\nu_{l+k} \neq \nu_{l^{\prime}+k}$. Note that $\nu_{1} \ldots \nu_{l}^{\prime}$ ends in $\nu_{1} \ldots \nu_{l}$. So both $\nu_{1} \ldots \nu_{l} \nu_{l+1} \ldots \nu_{l+k}$ and $\nu_{1} \ldots \nu_{l} \nu_{l+1} \ldots\left(1-\nu_{l+k}\right)$ are admissible, that is $l+k$ is a cutting time. Thus $\#_{1}\left(\nu_{1} \ldots \nu_{l} \nu_{l+1} \ldots \nu_{l+k}\right)$ is odd by Lemma 2.43 so $\#_{1}\left(\nu_{l} \ldots \nu_{l+k}\right)$ is even. If $\nu_{l+k}=0$, then $\nu_{l} \ldots \nu_{l+k-1}=\nu_{l^{\prime}} \ldots \nu_{l^{\prime}+k-1}$ is even and $\nu_{l} \ldots \nu_{l+k}<\nu_{l^{\prime}} \ldots \nu_{l^{\prime}+k}$. So $c_{l}<c_{l^{\prime}}$. If $\nu_{l+k}=1$ the proof follows analogously. The proof for $\mathcal{R}$ is also analogous.

Lemma 3.7. If $l \in \mathcal{L}$, then $\beta(l) \in \mathcal{R}$. If $r \in \mathcal{R}$, then $\beta(r) \in \mathcal{L}$.
Proof. Since $n-\beta(n)$ is a cutting time for every $n \geq 2$, then $\nu_{1} \ldots \nu_{n-\beta(n)}$ is odd. So $\nu_{1} \ldots \nu_{n-1}=\nu_{1} \ldots \nu_{n-\beta(n)} \nu_{1} \ldots \nu_{\beta(n)-1}$ and $\nu_{1} \ldots \nu_{\beta(n)-1}$ are of different parity.

Lemma 3.8. If $l<l^{\prime} \in \mathcal{L}$, then $D_{l} \supset D_{l^{\prime}}$. If $r<r^{\prime} \in \mathcal{R}$, then $D_{r} \supset D_{r^{\prime}}$.
Proof. Since $\nu_{1} \ldots \nu_{l^{\prime}}$ ends in $\nu_{1} \ldots \nu_{l}$, if $l^{\prime}-k$ is a cutting time, so is $l-k$, provided $l-k>0$. Thus if $l<l^{\prime} \in \mathcal{L}$, then $\beta(l)<\beta\left(l^{\prime}\right)$. The proof now follows directly from Lemma 3.5, Lemma 3.6 and Lemma 3.7.

Proposition 3.9.

$$
\pi_{0}(A(\overleftarrow{s}))=\bigcap_{l \in \mathcal{L}} D_{l} \cap \bigcap_{r \in \mathcal{R}} D_{r}
$$

Proof. Note that the set on the right side of the equation is nested (Lemma 3.7 and Lemma 3.8) and thus non-empty. Arrange the sets $\mathcal{L}=\left\{l_{1}, l_{2}, \ldots\right\}$ such that $l_{1}<l_{2}<\ldots$ and $\mathcal{R}=\left\{r_{1}, r_{2}, \ldots\right\}$ such that $r_{1}<r_{2}<\ldots$ (can be both finite and infinite). Denote by $A_{l_{i}}=A\left(\ldots 11 \nu_{1} \ldots \nu_{l_{i-1}}\right)$ and $A_{r_{i}}=A\left(\ldots 11 \nu_{1} \ldots \nu_{r_{i-1}}\right)$ for every $i \in \mathbb{N}$. Note that the chosen left-infinite
sequences are admissible and thus $A_{l_{i}}$ and $A_{r_{i}}$ are basic arcs in the inverse limit. Also $\pi_{0}\left(A_{l_{i}}\right)=D_{l_{i}}, \pi_{0}\left(A_{r_{i}}\right)=D_{r_{i}}$ for every $i \in \mathbb{N}, D_{l_{i}}, D_{r_{i}} \supset \pi_{0}(A(\overleftarrow{s}))$ and $A_{l_{i}}, A_{r_{i}} \rightarrow A(\overleftarrow{s})$ as $i \rightarrow \infty$. This finishes the proof.

### 3.4 Inhomogeneities

We define folding points, endpoints, and give their symbolic characterization. Later we proceed with a more detailed classification.

Definition 3.10. We say that $x \in X$ is a folding point if no (open) neighbourhood of $x$ is homeomorphic to $C \times(0,1)$, where $C$ is the Cantor set. Since for $s<2$ the ray $\mathfrak{C}$ is isolated, every point in $\mathfrak{C}$ is a folding point. The set of folding points of $X^{\prime}$ will be denoted by $\mathcal{F}_{X^{\prime}}$, or just $\mathcal{F}$ when there is no confusion.

Definition 3.11. A point $x \in X$ is called an endpoint if for every two subcontinua $X_{1}, X_{2} \subset X$ such that $x \in X_{1} \cap X_{2}$, either $X_{1} \subset X_{2}$ or $X_{2} \subset X_{1}$. Note the $\mathfrak{C}$ contains a unique endpoint $\overline{0}$. The set of endpoints in $X^{\prime}$ will be denoted by $\mathcal{E}_{X^{\prime}}$ or just $\mathcal{E}$.

Remark 3.12. Note that every endpoint is a folding point. The converse does not hold in general as we see in the rest of the section. We show that the converse holds if and only if the critical orbit is persistently recurrent, see Theorem 1.1.

In the following propositions we give a well-known symbolic characterizations of folding points and endpoints.

Proposition 3.13. [79, Theorem 2.2] A point $x \in X^{\prime}$ is a folding point if and only if $\pi_{n}(x) \in \omega(c)$ for every $n \in \mathbb{N}$.

Note that Proposition 3.13 implies that $\mathcal{F}=\underset{\gtreqless}{\lim }\left\{\omega(c),\left.T\right|_{\omega(c)}\right\}$. Since $\omega(c)$ is compact, the set $\mathcal{F}$ is also compact and non-empty. It also follows that $\mathcal{F}=X^{\prime}$ if $\omega(c)=\left[c_{2}, c_{1}\right]$ and $\mathcal{F}$ is nowhere dense if $\omega(c)$ is nowhere dense. So in the tent inverse limit $\mathcal{F}$ is either nowhere dense or equal to $X^{\prime}$.

Lemma 3.14. If $\omega(c)$ is a Cantor set, then so is $\mathcal{F}$.
Proof. Note that $\mathcal{F}$ is compact. Also, since $\omega(c)$ is totally disconnected, then so is $\Pi \omega(c)$ and consequently also $\mathcal{F}$. To see that $\mathcal{F}$ has no isolated points, take $x=\left(\ldots, x_{-2}, x_{-1}, x_{0}\right) \in \mathcal{F}$ and $\varepsilon>0$. There exist $N \in \mathbb{N}$ and $\varepsilon^{\prime}>0$ small enough such that if $\left|x_{-N}-y_{-N}\right|<\varepsilon^{\prime}$ for some $\left(\ldots, y_{-2}, y_{-1}, y_{0}\right) \in X$, then $d(x, y)<\varepsilon$. Since $\omega(c)$ has no isolated points and $x_{-N} \in \omega(c)$, there exists $y_{-N} \in \omega(c)$ such that $\left|y_{-N}-x_{-N}\right|<\varepsilon^{\prime}$. Note that $y_{-k}=f^{N-k}\left(y_{-N}\right) \in$ $\omega(c)$ for every $k \in\{0, \ldots, N\}$. Note also that for every $z \in \omega(c)$ there exists at least one $z^{\prime} \in \omega(c)$ such that $T\left(z^{\prime}\right)=z$. We conclude that there exists $y=\left(\ldots, y_{-N}, \ldots, y_{-1}, y_{0}\right) \in \mathcal{F}$ such that $d(x, y)<\varepsilon$.

Clearly the number of folding points is uncountable if $\omega(c)$ is uncountable, but also when $\omega(c)$ is countable, it can happen that the set of folding points is uncountable. This is shown in [45], together with more interesting results on number of folding points. It is possible that $X^{\prime}$ has countably infinitely many folding points, see the following Example. However, the critical point will then be non-recurrent and there will be no endpoints, see Proposition 3.18.

Example 3.15 ([36], p.6). Let $T$ be a tent map with kneading sequence

$$
\nu=1.0 .0 .11 .0 .11 .11 .0 .11 .11 .11 .0 .11 .11 .11 .11 .0 .11 .11 .11 .11 .11 \ldots
$$

Note that the critical point is non-recurrent. By Proposition 3.13 the only folding points have two-sided itinerary $\ldots 1111 \ldots$ or ... $111101111 \ldots$, so $\mathcal{F}$ is countable. Note also that $\mathcal{F} \cap X^{\prime}$ has only isolated points, except for $\rho$.

In the next Proposition we give a symbolic characterization of endpoints.
Proposition 3.16. [32, Proposition 2] Let $x \in X$ have the itinerary $I(x)=$ $\ldots x_{-2} x_{-1} \cdot x_{0} x_{1} \ldots$ and assume that $x_{i} \neq *$ for all $i<0$. Then $x$ is an endpoint of $X$ if and only if $\tau_{L}(\overleftarrow{x})=\infty$ and $x_{0}=\inf \pi_{0}(A(\overleftarrow{x}))$ or $\tau_{R}(\overleftarrow{x})=$ $\infty$ and $x_{0}=\sup \pi_{0}(A(\overleftarrow{x}))$.

Note that $x$ is an endpoint of $X$ if and only if $\sigma^{i}(x)$ is an endpoint of $X$ for every $i \in \mathbb{Z}$. So if $x_{i}=*$ for some $i<0$ (and such $i$ is unique in the modified itinerary of $x$ ), we can apply Proposition 3.16 to $\sigma^{i}(x)$.

Remark 3.17. Note that Proposition 3.16 implies that if $A(\overleftarrow{x})=\{x\}$ is degenerate, then $x$ is an endpoint of $X$.

We list the known structures of sets $\mathcal{F}$ and $\mathcal{E}$ with respect to the behavior of $\operatorname{Orb}(c)$. Most of this facts are straightforward consequences of the symbolic characterization of folding points and endpoints. The aim of this section is to expand the results and obtain a more thorough understanding of spaces $\mathcal{F}$ and $\mathcal{E}$.
(i) If $c$ is periodic of prime period $n \in \mathbb{N}$, then $X^{\prime}$ has $n$ folding points and they are all endpoints. If $\nu=\left(\nu_{1} \ldots \nu_{n}\right)^{\infty}$, the symbolic representation of endpoints is $\sigma^{i}\left(\left(\nu_{1} \ldots \nu_{n}\right)^{\mathbb{Z}}\right)$ for $i \in\{0,1, \ldots, n-1\}$, see [18].
(ii) If $\nu=\nu_{1} \ldots \nu_{m}\left(\nu_{m+1} \ldots \nu_{m+n}\right)^{\infty}$ where $\nu_{m} \neq \nu_{m+n}$, then $X^{\prime}$ has $n$ folding points none of which is an endpoint. Their symbolic representation is given by $\sigma^{i}\left(\left(\nu_{m+1} \ldots \nu_{m+n}\right)^{\mathbb{Z}}\right)$ for $i \in\{0,1, \ldots, n-1\}$.
(iii) If $\operatorname{Orb}(c)$ is infinite and non-recurrent, then there exist infinitely many (can be both countable and uncountable) folding points and no endpoints, see [32].
(iv) If $\operatorname{Orb}(c)$ is infinite and recurrent and such that $\omega(c) \neq\left[c_{2}, c_{1}\right]$, then $\mathcal{F}$ is a Cantor set and $\mathcal{E}$ is uncountable, see [32] and Proposition 3.18.
(v) If $\omega(c)=\left[c_{2}, c_{1}\right]$, then every point in $X^{\prime}$ is a folding point and the set of endpoints is dense in $X^{\prime}$, see Proposition 3.18.

Proposition 3.18. If $\operatorname{Orb}(c)$ is infinite and $c$ is recurrent, then the core inverse limit space $X^{\prime}$ has uncountably many endpoints. Moreover, $\mathrm{Cl}(\mathcal{E})=\mathcal{F}$ and $\mathcal{E}$ has no isolated points.

Proof. Since $c$ is recurrent, for every $k \in \mathbb{N}$ there exist infinitely many $n \in \mathbb{N}$ such that $\nu_{1} \ldots \nu_{n}=\nu_{1} \ldots \nu_{n-k} \nu_{1} \ldots \nu_{k}$.

Take the sequence $\left(n_{j}\right)_{j \in \mathbb{N}}$ such that $\nu_{1} \ldots \nu_{n_{j+1}}=\nu_{1} \ldots \nu_{n_{j+1}-n_{j}} \nu_{1} \ldots \nu_{n_{j}}$ for every $j \in \mathbb{N}$. Then the basic arc given by the itinerary

$$
\overleftarrow{x}:=\ldots \nu_{1} \ldots \nu_{n_{j}}
$$

for every $j \in \mathbb{N}$ (i.e., the left-infinite sequence $\overleftarrow{x}$ ends in $\nu_{1} \ldots \nu_{n_{j}}$ for every $j \in \mathbb{N}$ ), is admissible and $\tau_{L}(\overleftarrow{x})=\infty$ or $\tau_{R}(\overleftarrow{x})=\infty$. Therefore $A(\overleftarrow{x})$ contains an endpoint. Note that, since $\nu$ is not periodic, $\overleftarrow{x}$ is also not periodic and thus $\sigma^{k}(\overleftarrow{x}) \neq \overleftarrow{x}$ for every $k \in \mathbb{N}$. So for a fixed $n \in \mathbb{N}$ it is possible to find $m_{2}>m_{1}>n$ (it is actually possible to find countably many of them) such that $\nu_{1} \ldots \nu_{m_{2}}=\nu_{1} \ldots \nu_{m_{2}-n} \nu_{1} \ldots \nu_{n}, \nu_{1} \ldots \nu_{m_{1}}=\nu_{1} \ldots \nu_{m_{1}-n} \nu_{1} \ldots \nu_{n}$, but $\nu_{1} \ldots \nu_{m_{1}}$ is not a suffix of $\nu_{1} \ldots \nu_{m_{2}}$. We conclude that for every $n_{j}$ there are at least two choices of $n_{j+1}$ such that the corresponding tails $\overleftarrow{x}$ are different, and have $|\mathcal{L}(\overleftarrow{x}) \cup \mathcal{R}(\overleftarrow{x})|=\infty$. It follows that there are uncountably many basic arcs containing at least one endpoint.

To show that $\mathrm{Cl}(\mathcal{E})=\mathcal{F}$ (and contains no isolated point), take any folding point $x$ with itinerary $\ldots x_{-2} x_{-1} \cdot x_{0} x_{1} x_{2} \ldots$ Then for every $k \in \mathbb{N}$ there exists $n \in \mathbb{N}$ such that $x_{-k} \ldots x_{k}=\nu_{n} \ldots \nu_{n+2 k}$. Using the arguments as above, we can find a basic arc with itinerary $\overleftarrow{y}=\ldots \nu_{1} \ldots \nu_{n-1} \nu_{n} \ldots \nu_{n+2 k}$ and such that $\tau_{L}(A(\overleftarrow{y}))=\infty$ or $\tau_{R}(A(\overleftarrow{y}))=\infty$. So $\sigma^{-k}(A(\overleftarrow{y}))$ contains an endpoint with itinerary $\ldots \nu_{n} \ldots \nu_{n+k} \cdot \nu_{n+k+1} \ldots \nu_{n+2 k} \ldots$ Since $k \in \mathbb{N}$ was arbitrary, we conclude that there is an endpoint arbitrarily close to $x$.

Next we study when $\mathcal{F}=\mathcal{E}$. Some partial results are known. Namely, $\mathcal{F}=\mathcal{E}$ when $Q(k) \rightarrow \infty$ and if $\left.T\right|_{\omega(c)}$ is one-to-one, see [1]. However, there are examples which show that the converse does not hold [2]. Question of distinguishing endpoints within the set of folding points originated from the study of infinitely renormalizable unimodal maps $f$. There $\left.f\right|_{\omega(c)}$ is conjugated to an adding machine [70] and $\mathcal{F}=\mathcal{E}$. However, having an embedded adding machine (which can also happen in non-renormalizable case, see [23] for the construction of strange adding machines) does not suffice [2]. Here we use the notion of persistent recurrence which shows to be crucial for classification of $X$ for which $\mathcal{F}=\mathcal{E}$. Persistent recurrence was first introduced in [63] in the context of wild attractors of unimodal interval maps.

Definition 3.19. Let $x=\left(\ldots, x_{-1}, x_{0}\right) \in X$ and let $J \subset[0,1]$ be an interval. The sequence $\left(J_{n}\right)_{n \in \mathbb{N}_{0}}$ of intervals is called a pull-back of $J$ along $x$ if $J=J_{0}$, $x_{-k} \in J_{k}$ and $J_{k+1}$ is the largest interval such that $T\left(J_{k+1}\right) \subset J_{k}$ for all $k \in \mathbb{N}_{0}$. A pull-back is monotone if $c \notin \operatorname{Int}\left(J_{n}\right)$ for every $n \in \mathbb{N}$.

## Chapter 3. Unimodal inverse limit spaces

Lyubich [63] gave the following definition of persistent recurrence for the case when $c$ is recurrent:

Definition 3.20. The critical point $c$ is reluctantly recurrent if there is $\varepsilon>0$ and an arbitrary long (but finite!) backward orbit $\bar{x}=\left(x, x_{-1}, \ldots, x_{-l}\right)$ in $\omega(c)$ such that the $\varepsilon$-neighborhood of $x$ has monotone pull-back along $\bar{x}$. Otherwise, $c$ is persistently recurrent.

Remark 3.21. The following lemma shows that one can replace arbitrarily finite pull-backs by infinitely long pull-backs, and this allows us to interpret reluctant recurrence as: there exist a folding point $x=\left(\ldots, x_{-1}, x_{0}\right) \in X^{\prime}$, an interval $J$ such that $x_{0} \in \operatorname{Int}(J)$, and a monotone pull-back of $J$ along $x$.

Lemma 3.22. Let $x_{0} \in \omega(c), x_{0} \in \operatorname{Int}(U)$ and assume that for every $i \in \mathbb{N}$ the set $U$ can be monotonically pulled-back along $c_{n_{i}+1}, \ldots, c_{1}$, where $U \ni$ $c_{n_{i}+1} \rightarrow x_{0}$. Then $U$ can be monotonically pulled back along some infinite backward orbit $x_{0}, x_{-1}, x_{-2}, \ldots$, where $x_{-i} \in \omega(c)$ for every $i \in \mathbb{N}$.

Proof. Note that the preimage of every interval consists of at most two intervals. So for every $k \in \mathbb{N}$ it is possible to find a maximal $U^{k}$ (possibly not unique) such that $T^{k}\left(U^{k}\right)=U$ and $U^{k}$ contains $c_{n_{i}-k+1}$ for infinitely many $i \in \mathbb{N}\left(k<n_{i}+1\right)$. Since we assumed that $U$ can be monotonically pulledback along $c_{n_{i}+1}, \ldots, c_{1}$ for every $i \in \mathbb{N}, U^{k}$ can be chosen such that $c \notin U^{k}$ for every $k \in \mathbb{N}$. Thus $U, U^{1}, U^{2}, \ldots$ is a monotone pull-back of $U$ along an infinite backward orbit $x_{0}, x_{-1}, x_{-2}, \ldots$, where $T^{k}\left(x_{-k}\right)=x_{0}, x_{-k} \in U^{k}$ and $x_{-k} \in \omega(c)$ for every $k \in \mathbb{N}$.

The following lemma investigates the notion of persistent recurrence in more detail, and also gives a useful method to check whether $c$ is persistently recurrent or not. The following Lemma was proven in [33], but since the setting slightly differs here, we give the complete proof. As in [33], for every $n \in \mathbb{N}$ we define $H_{n}(x)$ to be a maximal closed interval containing $x$ on which $T^{n}$ is monotone, and let $M_{n}(x)=T^{n}\left(H_{n}(x)\right)$. Define $r_{n}(x)=$ $\operatorname{dist}\left(T^{n}(x), \partial M_{n}(x)\right)$. Note that $H_{n}(x)$ is not necessarily unique, and that happens if and only if $x$ is a critical point of $T^{n}$. In that case we choose any
of the two maximal closed intervals containing $x$ on which $T^{n}$ is monotone. Specially, when $x=c_{1}$ (see the following lemma), the definition of $H_{n}\left(c_{1}\right)$ is ambiguous only for periodic $c$.

We also need the following definition:
Definition 3.23. Dynamical system $(X, f)$ is called minimal if $\operatorname{Orb}(x)$ is dense in $X$ for every $x \in X$.

Lemma 3.24. The critical point $c$ is persistently recurrent if and only if $r_{n}\left(c_{1}\right) \rightarrow 0$.

Proof. Note first that if $c$ is periodic, then it is persistently recurrent. If $c$ is periodic of period $k$, then $r_{n}\left(c_{1}\right)=0$ for every $n>k$. So in the rest of the proof we assume that $\operatorname{Orb}(c)$ is infinite.

Assume that $r_{n}\left(c_{1}\right) \nrightarrow 0$, so there exists $\delta>0$ and a sequence $\left(n_{i}\right)_{i \in \mathbb{N}}$ such that $r_{n_{i}}\left(c_{1}\right)>\delta$ for every $i \in \mathbb{N}$. Assume without loss of generality that $\left(n_{i}\right)$ is strictly increasing and that there exists $x$ such that $c_{n_{i}} \rightarrow x$. Then obviously $x \in \omega(c)$. Take $U \ni x$ such that $\operatorname{diam}(U)<\delta$. Since $M_{n_{i}}\left(c_{1}\right) \supset U$, it follows that $U$ can be monotonously pulled-back along $c_{n_{i}+1}, c_{n_{i}}, \ldots, c_{1}$ for every $i \in \mathbb{N}$. From Lemma 3.22 it follows that $c$ is reluctantly recurrent.

Now assume that $r_{n}\left(c_{1}\right) \rightarrow 0$ and $c$ is not persistently recurrent. There is an infinite orbit $x, x_{-1}, x_{-2}, \ldots$ in $\omega(c)$, and $x \in \operatorname{Int}(U)$ such that $U$ can be monotonously pulled-back along it, let the $U, U_{1}, U_{2}, \ldots$ be the pull-back, and note that we can take $U$ such that $\partial U \cap \omega(c)=\emptyset$, since $\omega(c)$ is (minimal) Cantor set by Proposition 3.1 in [33]. Fix $k \in \mathbb{N}$ and let $n_{k}$ be the smallest number such that $c_{n_{k}+1} \in U_{k}$. Note that such $n_{k}$ exists since $x_{-k} \in \omega(c)$. Note that $U_{k} \subset M_{n_{k}}\left(c_{1}\right)$ and thus $U \subset M_{n_{k}+k}\left(c_{1}\right)$ for every $k \in \mathbb{N}$. Since by assumption $r_{n}\left(c_{1}\right) \rightarrow 0$, it follows that the sequence $\left(c_{n_{k}+k+1}\right)_{k}$ accumulates on $\partial U$. But we chose $U$ such that the boundary points are not in $\omega(c)$, a contradiction.

Recall the main theorem of this chapter, Theorem 1.1 .
It holds that $\mathcal{F}=\mathcal{E}$ if and only if $c$ is persistently recurrent.

Proof of Theorem 1.1. If $c$ is reluctantly recurrent, there exist a folding point $x \in X$, an interval $J$ such that $x_{0} \in \operatorname{Int}(J)$, and a monotone pull-back $\left(J_{n}\right)_{n \in \mathbb{N}_{0}}$ of $J$ along $x$. Note that $\varliminf_{¿}\left\{J_{n},\left.T\right|_{J_{n}}\right\}$ is an $\operatorname{arc}$ in $X$ and it contains $x$ in its interior, thus $x$ is not an endpoint.

In the other direction, assume that there is a folding point $x=\left(\ldots, x_{-1}, x_{0}\right)$ $\in X$ which is not an endpoint. Without loss of generality we can assume that $x$ is contained in the interior of its basic arc. Otherwise, we use $\sigma^{-k}(x)$ for some $k \in \mathbb{N}$. Let $A$ be a subset of the basic arc of $x$ such that $\partial A \cap \operatorname{Orb}(c)=\emptyset$ and such that $x \in \operatorname{Int}(A)$. Let $A_{k}:=\pi_{k}(A) \subseteq\left[c_{2}, c_{1}\right]$ for every $k \in \mathbb{N}_{0}$. Denote by $J=A_{0}$ and by $\left(J_{n}\right)_{n \in \mathbb{N}_{0}}$ the pull-back of $J$ along $x$. Note that $A_{n} \subset J_{n}$ for every $n \in \mathbb{N}_{0}$. Since $c$ is persistently recurrent, there exists the smallest $i \in \mathbb{N}$ such that $c \in \operatorname{Int}\left(J_{i}\right)$. That means that $J_{0}=A_{0}, J_{1}=A_{1}, \ldots, J_{i-1}=A_{i-1}$ and since $c \notin \operatorname{Int}\left(A_{n}\right)$ and $A_{n} \subset\left[c_{2}, c_{1}\right]$ for every $n \in \mathbb{N}$, it holds that $c_{1} \in \partial A_{i-1}$. But then $c_{i}$ is an endpoint of $A_{0}=A$, which is a contradiction.

In the rest of the section we make a finer subdivision of the set $\mathcal{E}$.
Definition 3.25. An endpoint $x \in X$ is called flat if there exists $i \in \mathbb{N}_{0}$ such that $\sigma^{-i}(A(\overleftarrow{x}))$ is non-degenerate. If $\sigma^{-i}(A(\overleftarrow{x}))$ is degenerate for every $i \in \mathbb{N}_{0}$, but there exists a non-degenerate arc $A \subset X$ which contains $x$, then $x$ is called spiral. An endpoint $x$ which is not contained in any non-degenerate arc $A \subset X$ is called nasty, as in Remark 3.26.

Remark 3.26. Barge, Brucks and Diamond in [9] construct a dense $G_{\delta}$ set $\mathcal{A}$ of parameters $s \in[\sqrt{2}, 2]$ for which the critical orbit is dense in the core and such that every open set in $X_{s}^{\prime}$ contains a copy of every unimodal inverse limit. Specifically, for $s \in \mathcal{A}$ there exist nasty points. The occurrence of nasty points for parameters $s \notin \mathcal{A}$ is poorly understood. Symbolic description of such points would be particularly useful. So far not a single nasty point (in tent map inverse limit) has been described symbolically!

Remark 3.27. In Theorem 1.1 we have actually proven that if $c$ is persistently recurrent, then no non-degenerate basic arc can contain a folding point in its interior. So the possible folding points are either degenerate basic arcs
or flat endpoints. In the rest of this section we show that both types can occur and show how that relates to the condition $Q(k) \rightarrow \infty$.

Remark 3.28. Note that $Q(k) \rightarrow \infty$ implies that $c$ is persistently recurrent (but not vice versa, see [30], Proposition 3.1). However, $Q(k) \rightarrow \infty$ is equivalent to $\left|D_{n}\right| \rightarrow 0$, see [27], Exercise 6.1.8.

Proposition 3.29. If $Q(k) \rightarrow \infty$, then all folding points are degenerate basic arcs (so either spiral or nasty endpoints).

Proof. Since $Q(k) \rightarrow \infty$, also $\left|D_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$ and $c$ is persistently recurrent, so every folding point is an endpoint. If $x$ is an endpoint, then $\tau_{L}(\overleftarrow{x})=\infty$ or $\tau_{R}(\overleftarrow{x})=\infty$. Assume without loss of generality that $\tau_{L}(\overleftarrow{x})=$ $\infty$, so $\mathcal{L}(\overleftarrow{x})$ is an infinite set. Since $A(\overleftarrow{x}) \subseteq \cap_{l \in \mathcal{L}(\overleftarrow{x})} D_{l}$ and $\left|D_{n}\right| \rightarrow 0$, it follows that $A(\overleftarrow{x})$ is degenerate.

Question 3.30. Is it true that if $Q(k) \rightarrow \infty$ and $T$ is not infinitely renormalizable, then all the folding points in $X^{\prime}$ are spiral?

Remark 3.31. Nasty points (points not contained in an arc) are realized as nested intersections of non-arc subcontinua, see 40]. So if the structure of subcontinua of $X$ is simple enough, nasty points cannot exist. In [28, 31] the authors give conditions which imply that all subcontinua are Elsa continua. Specifically, it follows that if $Q(k) \rightarrow \infty$, together with one more technical condition, then every folding point of $X$ is a spiral endpoint, i.e., degenerate basic arc contained in an arc of $X$. So if the technical condition can be removed, the answer to the question above is yes.

Proposition 3.32. If $Q(k) \nrightarrow \infty$, then there exists a folding point which is contained in a non-degenerate basic arc.

Proof. If $Q(k) \nrightarrow \infty$, then $\left|D_{n}\right| \nrightarrow 0$ so there exists a sequence $\left(n_{i}\right)_{i \in \mathbb{N}}$ and $\delta>0$ such that $\left|D_{n_{i}}\right|>\delta$ for every $i \in \mathbb{N}$. For every $n \in \mathbb{N}$ there exists a basic $\operatorname{arc} A_{n}$ with $\pi_{0}\left(A_{n}\right)=D_{n}$, e.g. take $A_{n}=A(\overleftarrow{x})$ for $\overleftarrow{x}=\ldots 111 \nu_{1} \ldots \nu_{n-1}$. The sequence of basic arcs $A_{n_{i}}$ accumulate on some basic arc $A$ with $\left|\pi_{0}(A)\right| \geq$ $\delta$. Note that such a basic arc $A$ must contain a folding point (which can be
an endpoint of $A$ or in the interior of $A$. For example, since $n_{i} \rightarrow \infty$, every point in $A$ which is an accumulation point of the endpoints $y_{n_{i}}$ of $A_{n_{i}}$ with the property that $\pi_{0}\left(y_{n_{i}}\right)=c_{n_{i}}$ has the property that its every projection is contained in $\omega(c)$.

Corollary 3.33. If $Q(k) \nrightarrow \infty$ and $c$ is persistently recurrent, then there exists a flat endpoint.

### 3.5 Arc-components

We use the fact that spiral points are endpoints to obtain a symbolic characterization of arc-components. We specially discuss the arc-component $\mathfrak{R}$ needed in Chapter 4. Part of this section is contained in paper [7].

Recall that the arc-component of $x \in X$ is the union of all arcs in $X$ which contain $x$ and we denote it by $\mathfrak{U}_{x}$. Recall also that a point $x \in X$ is called a spiral point if $\sigma^{-i}(A(\overleftarrow{x}))$ is degenerate for every $i \in \mathbb{N}_{0}$, but $x$ is contained in an arc of $X$. Specifically, there exists a ray $R \subset X$ (a spiral) such that $x$ is an endpoint of $R$ and $[x, y] \subset R$ contains infinitely many basic arcs for every $x \neq y \in R$. See Figure 3.1.


Figure 3.1: Point $x \in X$ is a spiral point.
The following corollary follows directly from Remark 3.17 since a spiral point is an endpoint and thus cannot be contained in the interior of an arc.

Corollary 3.34. Non-degenerate arc-components in $X$ are:

- lines (i.e., continuous images of $\mathbb{R}$ ) with no spiral points,
- rays (continuous images of $\mathbb{R}^{+}$), where only the endpoint can be a spiral point,
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- arcs, where only endpoints can be spiral points.

Remark 3.35. Let $x \neq y \in X$. By Lemma 3.4, $A(\overleftarrow{x})$ and $A(\overleftarrow{y})$ are connected by finitely many basic arcs if and only if there exists $k \in \mathbb{N}$ such that $\ldots x_{-(k+1)} x_{-k}=\ldots y_{-(k+1)} y_{-k}$. We say that $x$ and $y$ have the same tail. Thus every arc-component is determined by its tail with the exception of (one or two) spiral points with different tails. This generalizes the symbolic representation of arc-components for finite critical orbit c given in [29] on arbitrary tent inverse limit space $X$.

We emphasize one arc-component which will play a crucial role in the next Chapter.

Remark 3.36. For a fixed s, let $\mathfrak{\Re}$ be an arc-component of the fixed point $\rho:=(\ldots, r, r, r)$, where $r=\frac{s}{s+1}$ is the fixed point of $T_{s}$ in $\left[c_{2}, c_{1}\right]$. Note that $I(\rho)=\ldots 11.11 \ldots$, so $\mathfrak{R}$ is determined by the left-infinite tail $\ldots 11$. That is, for every $x \in \mathfrak{R}$ with left-infinite tail $\overleftarrow{x}=\ldots x_{-2} x_{-1}$ there exists $n \in \mathbb{N}$ such that $x_{-k}=1$ for every $k \geq n$. Moreover, if $x_{0} x_{1} \ldots$ is an admissible forward itinerary of a point in $\left[c_{2}, c_{1}\right]$, then $1 x_{0} x_{1} \ldots$ is also an itinerary of a point in $\left[c_{2}, c_{1}\right]$. Otherwise $1 x_{0} x_{1} \ldots \succ \nu_{1} \nu_{2} \ldots$, which implies $x_{0} x_{1} \ldots \prec \nu_{2} \ldots$, and that is a contradiction. Thus, for every $y \in\left[c_{2}, c_{1}\right]$ with $i(y)=y_{0} y_{1} \ldots$ the sequence $\ldots 11 y_{0} \ldots y_{k-1} \cdot y_{k} \ldots$ is admissible. This implies that $\pi_{k}(\mathfrak{R})=\left[c_{2}, c_{1}\right]$ for every $k \in \mathbb{N}_{0}$. Specially, $\mathfrak{R} \subset X^{\prime}$ and it is dense in $X^{\prime}$ in both directions.

## Chapter 4

## The Core Ingram Conjecture

In this chapter we prove the Core Ingram conjecture for non-recurrent critical orbits. That is, we prove that if $1 \leq s<\tilde{s} \leq 2$ and critical points of $T_{s}$ and $T_{\tilde{s}}$ are non-recurrent, then the inverse limit spaces $\lim _{\leftarrow}^{\rightleftarrows}\left(\left[c_{2}, c_{1}\right], T_{s}\right)$ and $\lim _{\leftarrow}\left(\left[\tilde{c}_{2}, \tilde{c}_{1}\right], T_{\tilde{s}}\right)$ are not homeomorphic. Recall from Section 2.3.3 that if $T_{s}$ has a non-recurrent critical orbit, then $\underset{\leftrightarrows}{\lim }\left(\left[c_{2}, c_{1}\right], T_{s}\right)$ has no endpoints and if the critical orbit is recurrent, $\underset{\leftarrow}{\lim }\left(\left[c_{2}, c_{1}\right], T_{s}\right)$ has endpoints (finitely many if the critical point is periodic and infinitely many if the critical orbit is infinite). Thus, the recurrent and non-recurrent case are topologically different.

The question of topological classification of unimodal inverse limit spaces (known as the Ingram conjecture) has been open for a long time and has generated a vast number of papers. It was finally finished by Barge, Bruin and Štimac in [10] by exploiting the special properties of the ray $\mathfrak{C}$. The natural approach when $\mathfrak{C}$ is absent is to pick some other dense arc-component, preferably preserved under homeomorphisms, and make a detailed study of its topological structure with respect to the slope $s$. This was the approach in [37] where the authors chose the arc-component $\mathfrak{R}$ (which exists in every $X_{s}^{\prime}$ ) and showed that it is preserved under homeomorphisms provided that the bonding maps are Fibonacci-like. Here we show that the conclusion follows also in the case when the critical points of the bonding maps are non-recurrent. We will restrict to the infinite non-recurrent critical orbit case. In the finite case the Core Ingram conjecture was obtained already in [83] since there the
author does not work on the arc-component $\mathfrak{C}$. The results of this chapter were previously published in [3].

Remark 4.1. We will, without loss of generality, work with indecomposable cores, i.e., for $\sqrt{2}<s \leq 2$. An arbitrary arc-component $\mathfrak{U}_{x}$ will often be denoted just by $\mathfrak{U}$.

Definition 4.2. Let $s>1$ and $\mathfrak{U} \subset X_{s}$ and arbitrary arc-component. The arc-length distance of two points $u, v \in \mathfrak{U}$ is defined as

$$
d(u, v):=s^{k}\left|u_{-k}-v_{-k}\right|,
$$

where $k \in \mathbb{N}_{0}$ is such that $\pi_{k}:[u, v] \rightarrow\left[c_{2}, c_{1}\right]$ is injective. Note that this definition does not depend on the choice of $k \in \mathbb{N}_{0}$.

We introduce some more dynamical properties of tent maps which will be needed throughout this chapter.

Definition 4.3. We say that $x \in[0,1]$ is a turning point of $T_{s}^{j}$, if there exists $m<j \in \mathbb{N}$ such that $T_{s}^{m}(x)=c$. Two turning points $x, y \in[0,1]$ of $T_{s}^{j}$ are adjacent if $\left.T_{s}^{j}\right|_{[x, y]}$ is monotone.

For $b \in[0,1]$ let $\hat{b}:=1-b$ denote the symmetric point around $c$.
Lemma 4.4. Let $a<b<d<e \in[0,1]$, where $b$ and $d$ are turning points of $T_{s}^{j}$ for some $j \in \mathbb{N}$, and $T_{s}^{j}$ has no other turning point in $(a, e)$. Then $T_{s}^{j}(a) \in\left[T_{s}^{j}(b), T_{s}^{j}(d)\right]$ or $T_{s}^{j}(e) \in\left[T_{s}^{j}(b), T_{s}^{j}(d)\right]$.

Proof. Assume that $T_{s}^{j}(a)<T_{s}^{j}(d)<T_{s}^{j}(b)<T_{s}^{j}(e)$, see Figure 4.1.
Case I: Let $m<n<j$ such that $T_{s}^{m}(b)=c=T_{s}^{n}(d)$. We consider the image of $[a, e]$ under $T_{s}^{m}$.
(a) Let $\left|T_{s}^{m}(a)-c\right| \geq\left|T_{s}^{m}(e)-c\right|$. This means that $\widehat{T_{s}^{m}(e)} \in\left[c, T_{s}^{m}(a)\right]$. Consequently, there is a point $x \in(a, b)$ such that $T_{s}^{m}(x)=\widehat{T_{s}^{m}(d)}$, but then $T_{s}^{n}(x)=T_{s}^{n}(d)=c$, contradicting that $(a, b)$ contains no turning point of $T_{s}^{j}$. (b) Let $\left|T_{s}^{m}(a)-c\right|<\left|T_{s}^{m}(e)-c\right|$. This means that $\widehat{T_{s}^{m}(a)} \in\left[c, T_{s}^{m}(e)\right]$. Consequently, there exists a point $y \in(b, e)$ such that $T^{m}(y)=\widehat{T^{m}(a)}$. It


Figure 4.1: Example of a pattern that is not allowed by Lemma 4.4
follows that $T_{s}^{j}(y)=T_{s}^{j}(a)<T_{s}^{j}(d)$ which contradicts that $d$ is the minimum of $T_{s}^{j}$ in $(b, e)$.

Case II: Let $m<n<j$ such that $T_{s}^{m}(d)=c=T_{s}^{n}(b)$. Again we consider $\left.T_{s}^{m}\right|_{[a, e]}$.
(a) Let $\left|T_{s}^{m}(a)-c\right| \geq\left|T_{s}^{m}(e)-c\right|$. This means that $\widehat{T_{s}^{m}(e)} \in\left[c, T_{s}^{m}(a)\right]$. Therefore there exists a point $y \in(a, d)$ such that $T_{s}^{j}(y)>T_{s}^{j}(b)$, which contradicts that $b$ is the maximum of $T_{s}^{j}$ in $(a, d)$.
(b) Let $\left|T_{s}^{m}(a)-c\right|<\left|T_{s}^{m}(e)-c\right|$. This means that $\widehat{T_{s}^{m}(a)} \in\left[c, T_{s}^{m}(e)\right]$. Thus there exists $x \in(d, e)$ such that $T_{s}^{n}(x)=T_{s}^{n}(b)=c$, contradicting that $(d, e)$ contains no turning point of $T_{s}^{j}$. The case when $T_{s}^{j}(a)>T_{s}^{j}(d)>T_{s}^{j}(b)>$ $T_{s}^{j}(e)$ follows analogously.

Remark 4.5. The previous Lemma shows that there are no zigzags in any iterate of $T_{s}$. See the definition of a zigzag in Section 5.5. It also shows that given any arc $A \subset X_{s}$ and any natural chain $\mathcal{C}_{k}$ of $X_{s}$ (as constructed in Remark 2.21), A either goes "straight through" a link $\ell \subset \mathcal{C}_{k}$ or it "turns" in $\ell$. This notions are studied in the following section.

### 4.1 Patterns and symmetry

Recall that the approach to proving the Core Ingram conjecture is to topologically differentiate $\mathfrak{R}$ within the set of dense arc-components of $X$. We
will study the patterns of $\mathfrak{R}$ through natural chains $\mathcal{C}_{k}$, focusing on the linksymmetric subarcs. In this section we introduce the concepts of pattern and symmetry.

Definition 4.6. A point $u \in X_{s}$ is called a $k$-point (with respect to the chain $\left.\mathcal{C}_{k}\right)$ if there exists $n \geq 1$ such that $\pi_{k+n}(u)=c$. Note that if $c$ is not periodic, such $n$ is unique and we call it the $k$-level of $u$ and denote it by $L_{k}(u)$.

Definition 4.7. Let $A \subset X_{s}^{\prime}$ be an arc and let $u_{0}, \ldots, u_{N} \in A$ be a complete list of $k$-points such that $u_{0} \prec u_{1} \prec \ldots \prec u_{N}$, where the order $\prec$ is inherited from the standard order on $[0,1]$ via a parametrization $\varphi:[0,1] \rightarrow A$. Then the list of levels $L_{k}\left(u_{0}\right), L_{k}\left(u_{1}\right), \ldots, L_{k}\left(u_{N}\right)$ is called $k$-pattern of $A$.

Remark 4.8. From the Definition 4.7 it follows that $A$ is the concatenation of arcs $\left[u_{j-1}, u_{j}\right]$ with pairwise disjoint interiors and $\pi_{k}$ maps $\left[u_{j-1}, u_{j}\right]$ bijectively onto $\left[c_{L_{k}\left(u_{j-1}\right)}, c_{L_{k}\left(u_{j}\right)}\right]$. Equivalently, if $i \in \mathbb{N}_{0}$ is such that $\pi_{k+i}: A \rightarrow \pi_{k+i}(A)$ is injective, then the graph $\left.T^{i}\right|_{\pi_{k+i}(A)}$ has the same $k$-pattern as $A$. That is, $T^{i}$ has turning points $\pi_{k+i}\left(u_{0}\right)<\ldots<\pi_{k+i}\left(u_{N}\right)$ in $\pi_{k+i}(A)$ and $T^{i}\left(\pi_{k+i}\left(u_{j}\right)\right)=$ $c_{L_{k}\left(u_{j}\right)}$ for $0 \leqslant j \leqslant N$. We will call this list $k$-pattern of $\left.T^{i}\right|_{\pi_{k+i}(A)}$ as well.

Example 4.9. The arc $A$ as in Figure 4.2 has a $k$-pattern 312 or 213, depending on the choice of orientation.


Figure 4.2: Arc $A$ with $k$-pattern 312

Definition 4.10. We say that an arc $A:=\left[e, e^{\prime}\right] \subset X_{s}^{\prime}$ is $k$-symmetric if $\pi_{k}(e)=\pi_{k}\left(e^{\prime}\right)$ and the $k$-pattern of the open arc $\left(e, e^{\prime}\right)$ is a palindrome.

Remark 4.11. Definition 4.10 implies that the $k$-pattern of $\left(e, e^{\prime}\right)$, where $A$ is a $k$-symmetric arc, is of odd length and the letter in the middle is the largest. This can be easily seen by considering the smallest $j>k$ such that $\pi_{j}: A \rightarrow\left[c_{2}, c_{1}\right]$ is injective.

Lemma 4.12. Let $P$ be a $k$-pattern that appears somewhere in $X_{s}^{\prime}$, i.e., there is an arc $A \subset X_{s}^{\prime}$ with $k$-pattern $P$. If arc-component $\mathfrak{U}$ contains no arc with $k$-pattern $P$, then $\mathfrak{U}$ is not dense in $X_{s}^{\prime}$.

Proof. For every pattern $P$ that appears in $X_{s}^{\prime}$ there exist $n \in \mathbb{N}$ and $J \subset$ $\left[c_{2}, c_{1}\right]$ such that the graph of $\left.T_{s}^{n}\right|_{J}$ has pattern $P$. This means that if there is a subarc $A \subset \mathfrak{U}$ such that $\pi_{k+n}$ maps $A$ injectively onto $J$, then $A$ has $k$-pattern $P$. If $\mathfrak{U}$ is dense in $X_{s}^{\prime}$, then $\pi_{k+n}(\mathfrak{U})=\left[c_{2}, c_{1}\right]$ for every $n \in \mathbb{N}_{0}$. By Lemma 4.4 there exists an arc $B \subset \mathfrak{U}$ such that $\pi_{k+n}(B)$ maps injectively onto [ $c_{2}, c_{1}$ ]. Thus there indeed exists $A \subset B \subset \mathfrak{U}$ such that $\pi_{k+n}$ maps $A$ injectively onto $J$. This finishes the proof.

Definition 4.13. Take an arc-component $\mathfrak{U}$ and a natural chain $\mathcal{C}_{k}$ of $X_{s}^{\prime}$ for some $k \in \mathbb{N}$. For a point $u \in \mathfrak{U}$ such that $u \in \ell \in \mathcal{C}_{k}$ we denote the arc-component of $\ell \cap \mathfrak{U}$ containing $u$ by $A_{\ell}^{u}$, or simply $A^{u}$ if the link $\ell \in \mathcal{C}_{k}$ is clear from the context.

Definition 4.14. Given a chain $\mathcal{C}$ and an arc $A \subset X_{s}^{\prime}$, the link-pattern $L P(A)$ is the list of links $\ell \in \mathcal{C}$ that $A$ goes through consecutively.

Remark 4.15. Definition 4.14 is somewhat ambiguous, because we do not indicate which linear order we take, and more importantly, whether we include the first/last link that A intersects if already the list without the first/last link covers $A$. We allow each of these lists to serve as a link-pattern.

Definition 4.16. Arc $A$ is called $k$-link-symmetric (with respect to the chain $\mathcal{C}_{k}$ ) if A has a link-pattern which is a palindrome. This link-pattern then automatically has odd length, and there is a unique link in the middle, the midlink $\ell$, which contains a unique arc-component $A^{m} \subset A \cap \ell$ corresponding to the middle letter of the palindrome. We call the point $m$ in $A^{m}$ with the largest $k$-level the midpoint of $A$.

Remark 4.17. The definition of the midpoint $m$ above is just for completeness; since we can not topologically distinguish points in the same arc component $A^{m}$, any point $u \in A^{m}$ would serve equally well. If $A$ is contained in a single link $\ell \in \mathcal{C}_{k}$, then it is $k$-link symmetric by default, but $\ell \cap A$ does
not need to contain a $k$-point. In that case, any point in $\ell \cap A$ can serve as midpoint of $A$.

Remark 4.18. Every $k$-symmetric arc is also $k$-link-symmetric but the converse does not hold. This is one of the main obstacles in the proof of the Core Ingram Conjecture.

Definition 4.19. We define the reflection of $v \in \mathfrak{U}$ around $u \in \mathfrak{U}$ as a point $R_{u}(v) \in \mathfrak{U}$ such that $\left[v, R_{u}(v)\right]$ is $k$-link symmetric with midpoint $u$. If possible, we choose $R_{u}(v)$ so that $\left[v, R_{u}(v)\right]$ is a $k$-symmetric arc.

Definition 4.20. We define the reflection around $a \in \mathbb{R}$ by $\bar{R}_{a}(x):=2 a-x$ for all $x \in \mathbb{R}$.

### 4.2 The structure of $\mathfrak{R}-\operatorname{arcs} A_{i}$

Recall that $\mathfrak{R}$ is the arc-component in $X_{s}^{\prime}$ containing the point $\rho=(\ldots, r, r, r)$.
Definition 4.21. Let $\mathcal{C}_{k}$ be a natural chain of $\varliminf_{¿}\left(\left[c_{2}, c_{1}\right], T_{s}\right)$. For every $i \in \mathbb{N}$ we define $A_{i} \subset \Re$ to be the arc-component of $\pi_{k+i}^{-1}\left(\left[c_{2}, \hat{c}_{2}\right]\right)$ which contains $\rho$ and let $m_{i}:=\pi_{k+i}^{-1}(c) \in A_{i}$.

Lemma 4.22. The arc $A_{i} \subset \mathfrak{R}$ is $k$-symmetric with midpoint $m_{i}$ for every $i \in \mathbb{N}$.

Proof. For every $i \in \mathbb{N}$ we obtain that $\pi_{k+i}\left(A_{i}\right)=\left[c_{2}, \hat{c}_{2}\right]$ injectively on $\left[c_{2}, c_{1}\right]$ which is symmetric around $c$ and so $A_{i}$ is $k$-symmetric.

Define

$$
\xi:=\min \left\{i \geq 3: c_{i} \leq c\right\} .
$$

Remark 2.31 implies $\xi$ always exists and $\xi-3$ has to be an even number or 0 , otherwise the tent map $T_{s}$ is renormalizable (which we excluded by taking the slope $s>\sqrt{2}$ ).

Now we explain some basic facts that we often use in the following lemmas.

Assume that $T_{s}$ is such that $\xi>3$. Because $\xi$ is the smallest natural number so that $c_{2}<c_{\xi} \leq c$ it follows that $c_{i}>c$ for $i \in\{3, \ldots, \xi-1\}$. Furthermore, since $s>1$ and we restrict to non-renormalizable maps, it follows that $c<c_{\xi-2}<\ldots<c_{5}<c_{3}<r<c_{4}<c_{6}<\ldots<c_{\xi-1}<c_{1}$. Because $\left.T_{s}\right|_{\left[c, c_{1}\right]}$ reverses orientation, we obtain $r<\hat{c}_{2}<c_{4}$.

To see that $\pi_{k+i} \circ \sigma=T_{s} \circ \pi_{k+i}$, take a point $u=\left(\ldots, u_{-2}, u_{-1}, u_{0}\right) \in$ $\underset{\rightleftarrows}{\lim }\left([0,1], T_{s}\right)$. Then $\pi_{k+i}\left(\sigma\left(\left(\ldots, u_{-2}, u_{-1}, u_{0}\right)\right)\right)=\pi_{k+i}\left(\left(\ldots, u_{-1}, u_{0}, T_{s}\left(u_{0}\right)\right)\right)=$ $u_{-(k+i)+1}=T_{s}\left(u_{-(k+i)}\right)=T_{s}\left(\pi_{k+i}(u)\right)$.

Lemma 4.23. $A_{i} \subset A_{i+2}$ for all $i \in \mathbb{N}$.
Proof. Note that $\pi_{k+i}\left(A_{i}\right)=\pi_{k+i+2}\left(A_{i+2}\right)=\left[c_{2}, \hat{c}_{2}\right]$. We distinguish two cases:

Case I: Let $c_{3}<c$. Then $c \in \pi_{k+i+1}\left(A_{i+2}\right)$ and there exists an arc $B \subset A_{i+2}$ such that $\rho \in B$ and $\pi_{k+i}(B)=\left[c_{2}, c_{1}\right]$ injectively, see Figure 4.3. Since $A_{i} \subset B$ it follows that $A_{i} \subset A_{i+2}$.


Figure 4.3: The arc $A_{i+2}$ as in Case I.

Case II: Let $c_{3} \geq c$. Because $c_{3}=T_{s}\left(\hat{c}_{2}\right)<r<\hat{c}_{2}<c_{4}, T_{s}$ maps $\pi_{k+i}\left(A_{i+2}\right)$ in a 2 -to-1 fashion onto the interval $\left[c_{2}, c_{4}\right]$, see Figure 4.4. We find an arc $B \subset A_{i+2}$ such that $\rho \in B$ and $\pi_{k+i}(B)=\left[c_{2}, c_{4}\right]$ injectively. Because $c_{4}>\hat{c}_{2}$ also $A_{i} \subset A_{i+2}$.

In the following lemma let $A_{i, j} \subset A_{i} \subset \mathfrak{R}$ denote the longest arc (in arclength) such that $\rho \in A_{i, j}$ and $\pi_{k+j}: A_{i, j} \rightarrow\left[c_{2}, c_{1}\right]$ is injective for some $j \leq i$, see Figure 4.5. Note that $A_{i, i}=A_{i}$.


Figure 4.4: The arc $A_{i+2}$ as in Case II.

Lemma 4.24. $A_{i} \subset A_{i+\xi}$ and $A_{i} \nsubseteq A_{i+l}$ for every $i \in \mathbb{N}$ and every odd $l<\xi$.

Proof. We distinguish two cases:


Figure 4.5: Arcs $A_{i}, A_{i+1}, A_{i+2}, A_{i+3}$ in mentioned projections as in Case I.

Case I: First assume that $\xi=3$. Since $T_{s}\left(c_{2}\right)=c_{3}>c_{2}$ it follows that $\pi_{k+i}\left(A_{i}\right) \nsubseteq \pi_{k+i}\left(A_{i+1}\right)$ and thus $A_{i} \nsubseteq A_{i+1}$. However, $\left[c, c_{1}\right] \subset \pi_{k+i+2}\left(A_{i+3, i+2}\right)=$ $T_{s}\left(\left[c_{2}, \hat{c}_{2}\right]\right)$. This means that $\pi_{k+i+1}\left(A_{i+3, i+1}\right)=\left[c_{2}, c_{1}\right]$ and hence $\pi_{k+i}\left(A_{i+3, i}\right)=$ $\left[c_{2}, c_{1}\right]$, see Figure 4.5, we conclude that $A_{i} \subset A_{i+3}$. This finishes the proof for $\xi=3$.

Case II: Let $\xi \geq 5$. Note that $c_{\xi}<c<c_{i}$ for every $i \in\{3, \ldots, \xi-1\}$.

Thus we observe that $\left[c_{2}, \hat{c}_{2}\right] \nsubseteq \pi_{k+i+\xi-l}\left(A_{i+\xi, i+\xi-l}\right)=\left[c_{2+l}, c_{1}\right]$ for every odd $l \in\{1, \ldots, \xi-4\}$. It follows that $A_{i} \nsubseteq A_{i+l}$ for every odd $l \in\{1, \ldots, \xi-4\}$. Because $T_{s}^{\xi-2}\left(c_{2}\right)=c_{\xi}$ it follows that $\left[c, c_{1}\right] \subset \pi_{k+i+2}\left(A_{i+\xi, i+2}\right)=\left[c_{\xi}, c_{1}\right]$ and $k+$ $i+2$ is the smallest such index. However, because $c_{2}<c_{\xi}$ and $\pi_{k+i+2}\left(A_{i+2}\right)=$ $\left[c_{2}, \hat{c}_{2}\right] \nsubseteq \pi_{k+i+2}\left(A_{i+\xi, i+2}\right)$ it also holds that $\pi_{k+i}\left(A_{i}\right) \nsubseteq \pi_{k+i}\left(A_{i+\xi-2, i}\right)$, so $A_{i} \nsubseteq A_{i+\xi-2}$. As above we observe that $\pi_{k+i}\left(A_{i+\xi, i}\right)=\left[c_{2}, c_{1}\right]$ and thus $A_{i} \subset A_{i+\xi}$.

Recall that $m_{i}$ denotes the midpoint of the arc $A_{i}$.
Lemma 4.25. It holds that $m_{i+2} \in \partial A_{i}$ and $m_{i+1} \notin A_{i}$. Furthermore, if $\xi=3$, then $m_{i} \in A_{i+1}$ and if $\xi>3$, then $m_{i} \notin A_{i+1}$.

Proof. Since $\pi_{k+i}\left(m_{i}\right)=c$, also $\pi_{k+i}\left(m_{i+2}\right)=c_{2}$. Because $A_{i} \subset A_{i+2}$ it follows that $m_{i+2} \in \partial A_{i}$.

To prove the second statement, observe that $\pi_{k+i}\left(m_{i+1}\right)=c_{1} \notin\left[c_{2}, \hat{c}_{2}\right]$ for $s<2$.

For the third statement first assume that $\xi=3$; it follows that $c \in\left[c_{3}, c_{1}\right]$ and so $m_{i} \in A_{i+1}$. If $\xi>3$ then $c_{3}>c$ and thus $c \notin \pi_{k+i}\left(A_{i+1}\right)$, so it follows that $m_{i} \notin A_{i+1}$.

Lemma 4.26. It holds that $\rho \in\left[m_{i}, m_{i+1}\right]$ and $\rho \notin\left[m_{i}, m_{i+2}\right]$ for all $i \in \mathbb{N}$.
Proof. By definition $\pi_{k+i}\left(A_{i}\right)=\left[c_{2}, \hat{c}_{2}\right]$ and $\pi_{k+i}\left(m_{i}\right)=c$, so $\pi_{k+i}\left(m_{i+1}\right)=$ $T_{s}\left(\pi_{k+i}\left(m_{i}\right)\right)=c_{1}$. Since $r \in\left[\pi_{k+i}\left(m_{i}\right), \pi_{k+i}\left(m_{i+1}\right)\right]$ it follows that $\rho \in$ [ $\left.m_{i}, m_{i+1}\right]$.

The second statement of the lemma follows directly from Lemma 4.25 .
Lemma 4.25 states that $m_{i+2} \in \partial A_{i}$. We denote the other boundary point of $A_{i}$ by $\hat{m}_{i+2}$.

Note that all properties of ( $k$-link symmetric) $\operatorname{arcs}\left\{A_{i}\right\}_{i \in \mathbb{N}}$ proved in this section are topological, meaning they are preserved under a homeomorphism.


Figure 4.6: The structure of the arc-component $\mathfrak{R} ; A_{i}=\left[m_{i+2}, \hat{m}_{i+2}\right]$ has midpoint $m_{i}$.

## $4.3 \quad$-symmetry

Definition 4.27. Let $J:=[a, b] \subset\left[c_{2}, c_{1}\right]$ be an interval. The map $f: J \rightarrow \mathbb{R}$ is called $\varepsilon$-symmetric if there is a continuous bijection $x \mapsto i(x)=: \hat{x}$ swapping $a$ and $b$, such that $|f(x)-f(\hat{x})|<\varepsilon$ for all $x \in J$. Since $i: J \rightarrow J$ has a unique fixed point $m$, we say that $f$ is $\varepsilon$-symmetric with center $m$ (or just $\varepsilon$-symmetric around $m$ ).


Figure 4.7: A graph of an $\varepsilon$-symmetric map.

Remark 4.28. Let $A \subset \Re$ be a $k$-link symmetric arc with midpoint $m_{A}$, where $\operatorname{mesh}\left(\mathcal{C}_{k}\right)<\varepsilon$. If $i$ is such that $\left.\pi_{k+i}\right|_{A}: A \rightarrow \pi_{k+i}(A)$ is injective in [ $\left.c_{2}, c_{1}\right]$, then $\left.T^{i}\right|_{\pi_{k+i}(A)}$ is $\varepsilon$-symmetric around $\pi_{k+i}\left(m_{A}\right)$, see Figure 4.7.

Next we restate Proposition 3.6. from [10] although the definition of $\varepsilon$ symmetry is slightly generalized here. However, all arguments in the proof of Proposition 3.6. from [10] with the new definition of $\varepsilon$-symmetry remain the same.

Proposition 4.29. For every $\delta>0$ there exists $\varepsilon>0$ such that for every $n \geq 0$ and every interval $H=[a, b] \ni m$ such that $|m-c|,|c-a|,|c-b|>\delta$, $\left.T^{n}\right|_{H}$ is not $\varepsilon$-symmetric around $m$.

### 4.4 Completeness of the sequence $\left\{A_{i}\right\}_{i \in \mathbb{N}}$

In this section we prove that the sequence of symmetric $\operatorname{arcs}\left\{A_{i}\right\}$ in $\mathfrak{R}$ is complete in a sense of the following definition. That result provides a topologically invariant structure which shows to be unique to $\mathfrak{R}$, at least among the arc-components of $X_{s}^{\prime}$ for non-recurrent critical orbit $c$. So far there is no reason to believe that this does not hold for more general spaces $X_{s}^{\prime}$, but the proof is still missing.

Definition 4.30. Let $k \in \mathbb{N}, u \in \mathfrak{U}$, and let $\left\{G_{i}\right\}_{i \in \mathbb{N}} \subset \mathfrak{U}$ be a sequence of $k$ link symmetric arcs with midpoints $m_{i}$ respectively, and $u \in G_{i}$, for all $i \in \mathbb{N}$. The sequence $\left\{G_{i}\right\}_{i \in \mathbb{N}}$ is called a complete sequence of $k$-link symmetric arcs with respect to $u$ if every $k$-link symmetric arc $G \subset \mathfrak{U}$ such that $u \in G$ (not contained in a single link of a chain $\mathcal{C}_{k}$ ) has midpoint in $\left\{m_{i}\right\}_{i \in \mathbb{N}}$.

Proposition 4.31. There exists $\varepsilon>0$ such that $\left\{A_{i}\right\}_{i \in \mathbb{N}}$ is a complete sequence of $k$-link symmetric arcs with respect to $\rho$ for every $k \in \mathbb{N}$ with $\operatorname{mesh}\left(\mathcal{C}_{k}\right)<\varepsilon$.

Proof. Fix $\delta:=\frac{1}{2} \min \left\{|c-r|,|c-x|: x \in T^{-2}(c)\right\}$, take $\varepsilon>0$ as in Proposition 4.29 and a chain $\mathcal{C}_{k}$ such that $\operatorname{mesh}\left(\mathcal{C}_{k}\right)<\varepsilon$. Assume that there exists a $k$-link symmetric arc $B \ni \rho$ in $\mathfrak{R}$ which is not contained in a single link of $\mathcal{C}_{k}$ and its midpoint $m \neq m_{i}$ for every $i \in \mathbb{N}$. Without loss of generality we can assume that
$m$ is the closest to $\rho$ (arc-length) among all midpoints of such arcs. (4.1)

Since $m$ is a $k$-point and there are no $k$-points in $\left(m_{1}, m_{2}\right)$, we obtain that $m \notin\left(m_{1}, m_{2}\right)$. Thus by Lemma 4.26 there exists $i \in \mathbb{N}$ such that $m \in$ $\left(m_{i+2}, m_{i}\right)$.

Case I: Assume that $R_{m}\left(m_{i}\right) \in\left[m_{i+2}, m_{i}\right] \cup A^{m_{i+2}}$ (recall Definitions 4.13 and 4.19.

Let $A \subset B \cap\left[m_{i+2}, \hat{m}_{i+2}\right]$ be the maximal $k$-link symmetric arc with midpoint
$m$. Let $a, b$ be the boundary points of $A$ such that $m_{i+2} \preceq b \prec m_{i} \prec a \preceq \hat{m}_{i+2}$ (recall that $\prec$ denotes linear order on $\mathfrak{R}$ ).

Denote by $a^{\prime}:=R_{m_{i}}(a), b^{\prime}:=R_{m_{i}}(b), m^{\prime}=R_{m_{i}}(m)$ and $\rho^{\prime}:=R_{m_{i}}(\rho)$, so that the arcs $\left[a, a^{\prime}\right],\left[b, b^{\prime}\right]$ and $\left[\rho, \rho^{\prime}\right]$ are $k$-symmetric arcs with midpoint $m_{i}$. Define an arc $A^{\prime}:=\left[a^{\prime}, b^{\prime}\right]$, see Figure 4.8.


Figure 4.8: Case I of the proof.

Since $A$ is $k$-link symmetric and $A \subset\left[m_{i+2}, \hat{m}_{i+2}\right], A^{\prime}$ is $k$-link symmetric with midpoint $m^{\prime}$.

Note that either $b=m_{i+2}$ or $b \prec m_{i+2}$.
If $b=m_{i+2}$ it holds by the assumption of Case I that $\left[m_{i+2}, m_{i}\right] \subset A$ and thus $\rho^{\prime} \in A$. Therefore $\rho \in A^{\prime}$.
If $b \prec m_{i+2}$, then by assumption of Case I it follows that $B=A$ and thus $\rho \in A$. Because $m \prec m_{i} \prec \rho$, it follows that $\rho^{\prime} \in A$ and thus again $\rho \in A^{\prime}$.

By (4.1) there exists $j<i$ such that $m^{\prime}=m_{j}$.
Now we study $\pi_{k+i}(A)$, see Figure 4.9 . Since $m \in\left(m_{i+2}, m_{i}\right)$ it follows that $\pi_{k+i}(m) \in\left(c_{2}, c\right)$.


Figure 4.9: Arc $A$ in projection $\pi_{k+i}$ as in Case I of the proof.

If $\left|\pi_{k+i}(m)-c\right|>\delta$, we use Proposition 4.29 to conclude that $A$ is not $k$-link symmetric, a contradiction. Assume that $\left|\pi_{k+i}(m)-c\right| \leq \delta$. Since $m^{\prime}=m_{j}$ for some $j<i$ it follows that $m^{\prime} \notin\left(m_{i-2}, m_{i}\right)$. Thus $\left|\pi_{k+i}(m)-c\right|=$ $\left|\pi_{k+i}\left(m^{\prime}\right)-c\right|=\left|\pi_{k+i}\left(m_{j}\right)-c\right| \geq\left|\pi_{k+i}\left(m_{i-2}\right)-c\right|>\delta$, a contradiction. The last inequality follows from the fact that $\pi_{k+i}\left(m_{i-2}\right) \in T^{-2}(c)$ and the definition of $\delta$.

Case II: Assume that $R_{m}\left(m_{i}\right) \notin\left[m_{i+2}, m_{i}\right] \cup A^{m_{i+2}}$.


Figure 4.10: Reflections as in Case II of the proof.
Let $b$ be the endpoint of $B \cap\left[m_{i+4}, m_{i+2}\right]$ that is the furthest away from $\rho$. Take $w:=R_{m}\left(m_{i+2}\right)$ (see Definition 4.19) and note that $w \in\left(m, m_{i}\right)$ by the assumption for this case. Denote by $b^{\prime}:=R_{m_{i+2}}(b)$ so that the arc $\left[b, b^{\prime}\right] \subset\left[m_{i+4}, \hat{m}_{i+4}\right]$ is $k$-symmetric with midpoint $m_{i+2}$. We reflect the arc $\left[b, b^{\prime}\right]$ over $m$ and obtain an arc $\left[R_{m}\left(b^{\prime}\right), R_{m}(b)\right]$ (see Figure 4.10) which is $k$ link symmetric with midpoint $w$. Denote by $B^{\prime}$ the maximal $k$-link symmetric arc around $m$ such that $B^{\prime} \subset B \cap\left[m_{i+4}, \hat{m}_{i+4}\right]$. Since $\left[m_{i+4}, \hat{m}_{i+4}\right]$ is $k$-link symmetric around $m_{i+2}$ and $\rho \in\left[m_{i+2}, \hat{m}_{i+4}\right]$, counting the links through which the arcs $\left[m_{i+2}, \rho\right] \supset[m, \rho]$ pass consecutively, we conclude that $\rho \in B^{\prime}$, see Figure 4.10. So $R_{m}(\rho)$ is well-defined and $R_{m}(\rho) \in[b, m]$. We conclude that $\rho \in\left[R_{m}\left(b^{\prime}\right), R_{m}(b)\right]$ which contradicts the minimality of $m$, because we found a $k$-link symmetric arc $\left[R_{m}\left(b^{\prime}\right), R_{m}(b)\right]$ with midpoint $w$ such that $\left[R_{m}\left(b^{\prime}\right), R_{m}(b)\right] \ni \rho,[w, \rho] \subset[m, \rho]$ and $w \in\left(m_{i+2}, m_{i}\right)$.

## $4.5 \varepsilon$-symmetry and $\varepsilon$-closeness in the infinite non-recurrent case

The results in this section rely on the non-recurrence of the critical point.

Proposition 4.32. Assume that $s \in(\sqrt{2}, 2]$ is such that $c$ is not recurrent and not preperiodic. For every $\delta>0$ there exists $\varepsilon>0$ with the following property: if $c \in J \subset\left[c_{2}, c_{1}\right]$ is an interval with midpoint m, and $|c-\partial J| \geqslant 5 \delta$, then for each $n \geqslant 0$, either $\left.T_{s}^{n}\right|_{J}$ is not $\varepsilon$-symmetric or $|c-m| \leqslant \varepsilon s^{-n}$.
Proof. Fix $\delta>0$ and let $\varepsilon=\varepsilon(\delta)>0$ be chosen as in Proposition 4.29 and additionally such that $T_{s}^{n}(c) \notin(c-\varepsilon, c+\varepsilon)$ for all $n \geqslant 1$, which is possible because $c$ is not recurrent.

If $|c-m|>\delta$, then we use Proposition 4.29 to conclude that $\left.T_{s}^{n}\right|_{J}$ is not $\varepsilon$-symmetric. Assume by contradiction that $\left.T_{s}^{n}\right|_{J}$ is $\varepsilon$-symmetric and $\varepsilon s^{-n}<$ $|c-m| \leqslant \delta$. The choice of $\varepsilon$ implies that $T_{s}^{n}$ is monotone on a one-sided neighbourhood of $c$ of length $\varepsilon s^{-n}$, and maps it therefore onto an interval of length $\varepsilon$. This means that $T_{s}^{n}([c, m])$ has length at least $\varepsilon$, so that $c$ and $m$ must be distinct centres of $\varepsilon$-symmetry of $T_{s}^{n}$. Therefore $c^{1}:=\bar{R}_{m}(c) \in J$ is another center of $\varepsilon$-symmetry, and so is $c^{2}:=\bar{R}_{c^{1}}(c)$. Let $c^{i+2}:=\bar{R}_{c^{i}}\left(c^{i+1}\right)$ for every $i \in \mathbb{N}$ so that $c^{i+2} \in\left[c_{2}, c_{1}\right]$. Take the smallest $N \in \mathbb{N}$ so that the center of $\varepsilon$-symmetry $c^{N}$ of $T_{s}^{n}$ is satisfying $\left|c-c^{N}\right|>\delta$. Since $\left|c-c^{N-1}\right|<\delta$, it follows that $\left|c-c^{N}\right|<2 \delta$. We conclude that $c^{N} \in J$, because we assumed that $|c-\partial J| \geqslant 5 \delta$. Define the interval $J^{\prime}:=[a, b]$, where $a, b \in J$ are chosen such that $\left|a-c^{N}\right|=\left|b-c^{N}\right|$ is the largest such that $[a, b] \subset J$. Therefore, $c^{N}$ is the center of $\varepsilon$-symmetry of $\left.T_{s}^{n}\right|_{J^{\prime}}$ and $c \in J^{\prime}$. Since $\left|c-c^{N}\right|<2 \delta$ and $|c-\partial J| \geqslant 5 \delta$, we conclude that $\left|c-\partial J^{\prime}\right|>\delta$. Applying Proposition 4.29 for the interval $J^{\prime}$ we conclude that $\left.T_{s}^{n}\right|_{J^{\prime}}$ is not $\varepsilon$-symmetric, which is a contradiction.

Proposition 4.33. Assume that $\left.T_{s}^{n}\right|_{J}$ is $\varepsilon$-symmetric around $m \in J \subset\left[c_{2}, c_{1}\right]$ and $\operatorname{diam}\left(T_{s}^{n}(J)\right) \geq \varepsilon$ for some $\varepsilon>0$. Then there exists $i<n$ such that $\left|c-T_{s}^{i}(m)\right|<\varepsilon s^{i-n}$.

Proof. Assume $\left.T_{s}^{n}\right|_{J}$ is $\varepsilon$-symmetric around $m$ and $\left|c-T_{s}^{i}(m)\right| \geq \varepsilon s^{i-n}$ for every $i<n$. Specifically, $T_{s}^{-i}(c) \cap\left(m-\varepsilon s^{-n}, m+\varepsilon s^{-n}\right)=\emptyset$ for every $i<n$. Therefore $\left.T_{s}^{n}\right|_{\left(m-\frac{\varepsilon}{2} s^{-n}, m+\frac{\varepsilon}{2} s^{-n}\right)}$ is injective and $\operatorname{diam}\left(T_{s}^{n}\left(\left(m-\frac{\varepsilon}{2} s^{-n}, m+\right.\right.\right.$ $\left.\left.\left.\frac{\varepsilon}{2} s^{-n}\right)\right)\right)=\varepsilon$. Since $\operatorname{diam}\left(T_{s}^{n}(J)\right) \geq \varepsilon$ and $\left.T_{s}^{n}\right|_{J}$ is $\varepsilon$-symmetric around $m$, it follows that $\left(m-\frac{\varepsilon}{2} s^{-n}, m+\frac{\varepsilon}{2} s^{-n}\right) \subset J$. Thus we get a contradiction with $\varepsilon$-symmetry of the interval $J$ around $m$.

Corollary 4.34. Suppose that $c$ is not recurrent. Then there exists $\varepsilon>0$ with the following property: if $j \geqslant 1$ and $J \subset\left[c_{2}, c_{1}\right]$ such that $J \supset\left(c_{j}-\varepsilon, c_{j}+\varepsilon\right)$, then $\left.T_{s}^{n}\right|_{J}$ is not $\varepsilon$-symmetric with midpoint $c_{j}$ for any $n \geqslant 0$.

Proof. Let $\varepsilon>0$ be such that $c_{i} \notin(c-\varepsilon, c+\varepsilon)$ for every $i \in \mathbb{N}$. By Proposition 4.33, if $\left.T^{n}\right|_{J}$ is $\varepsilon$-symmetric around $c_{j}$, then there exists $N<n$ such that $\left|c-c_{j+N}\right|<\varepsilon s^{N-n}<\varepsilon$, which is a contradiction with the definition of $\varepsilon$.

Definition 4.35. We say that the maps $f: J \rightarrow \mathbb{R}$ and $g: K \rightarrow \mathbb{R}$ for intervals $J, K \subset\left[c_{2}, c_{1}\right]$ are $\varepsilon$-close if there exists a homeomorphism $\psi: J \rightarrow$ $K$ such that $|f(x)-g \circ \psi(x)|<\varepsilon$ for all $x \in J$, see Figure 4.11.


Figure 4.11: Graphs of $\varepsilon$-close maps.

Remark 4.36. Maps that are $\varepsilon$-close can have different number of branches in general. However, in the non-recurrent case and for $\varepsilon>0$ small enough, the number of branches must be the same, disregarding branches of the diameter less than $\varepsilon$ that may appear at the ends of the interval. Note also that $\varepsilon$ closeness is not an equivalence relation because it is not transitive.

Lemma 4.37. Assume that the critical point $c$ of the map $T_{s}$ is not recurrent. Then there is $\varepsilon>0$ such that, whenever $\left.T_{s}^{i}\right|_{\left[c_{2}, c_{1}\right]}$ and $\left.T_{s}^{j}\right|_{[a, b]}$ are $\varepsilon$-close for some interval $[a, b] \subset\left[c_{2}, c_{1}\right]$, there is a closed interval $J^{\prime}:=\left[a^{\prime}, b^{\prime}\right] \subset\left[c_{2}, c_{1}\right]$ such that $\left|a^{\prime}-a\right|,\left|b^{\prime}-b\right|<\varepsilon$ so that $T_{s}^{j-i}$ maps $J^{\prime}$ homeomorphically onto $\left[c_{2}, c_{1}\right]$.

Remark 4.38. The closed interval $J^{\prime}$ addresses the technicality that if e.g. $i=j=0$ and $a=c_{2}+\varepsilon / 2, b=c_{1}-\varepsilon / 2$, then $\left.T_{s}^{i}\right|_{\left[c_{2}, c_{1}\right]}$ and $\left.T_{s}^{j}\right|_{[a, b]}$ are $\varepsilon$-close, but without the adjustment of $J^{\prime}=\left[c_{2}, c_{1}\right]$, the lemma would fail.

Proof. Take $\varepsilon=\frac{1}{100} \inf \left\{\left|c-c_{n}\right|: n \geq 1\right\}$. Assume that $\left.T_{s}^{i}\right|_{\left[c_{2}, c_{1}\right]}$ and $\left.T_{s}^{j}\right|_{[a, b]}$ are $\varepsilon$-close, with a homeomorphism $\psi:[a, b] \rightarrow\left[c_{2}, c_{1}\right]$ as in Definition 4.35.

If $i>j$, then $\left.T_{s}^{i}\right|_{\left[c_{2}, c_{1}\right]}$ has more branches than $\left.T_{s}^{j}\right|_{[a, b]}$, so they cannot be $\varepsilon$-close. If $i=j$, then there is nothing to prove. Therefore $i<j$.

Suppose that $\left.T_{s}^{j-i}\right|_{[a, b]}$ is a homeomorphism onto a subinterval of $\left[c_{2}, c_{1}\right]$. If $T_{s}^{j-i}([a, b]) \supset\left[c_{2}+\varepsilon s^{-i}, c_{1}-\varepsilon s^{-i}\right]$, then (since by non-recurrence of $c$, the point $c_{n}$ cannot be $\varepsilon s^{-i}$-close to $c_{2}$ or $c_{1}$ for every $n>2$ ) we can adjust the interval $[a, b]$ to $\left[a^{\prime}, b^{\prime}\right]$ so that $T_{s}^{j-i}\left(\left[a^{\prime}, b^{\prime}\right]\right) \supset\left[c_{2}, c_{1}\right]$. In this case, the lemma is proved. If on the other hand $T_{s}^{j-i}([a, b]) \not \supset\left[c_{2}+\varepsilon s^{-i}, c_{1}-\varepsilon s^{-i}\right]$, then $\left.T_{s}^{j}\right|_{[a, b]}$ cannot be $\varepsilon$-close to $T_{s}^{i} \mid\left[c_{2}, c_{1}\right]$.

Now we assume that $\left.T_{s}^{j-i}\right|_{[a, b]}$ is not a homeomorphism onto a subinterval of $\left[c_{2}, c_{1}\right]$. Since $T_{s}^{j-i}([a, b]) \subset\left[c_{2}, c_{1}\right]$, there is $t \in[a, b]$ such that $x:=\psi(t)=$ $T_{s}^{j-i}(t) \in\left[c_{2}, c_{1}\right]$; let $U \ni t$ be the maximal closed interval in $[a, b]$ such that $\left.T_{s}^{j-i}\right|_{U}$ is monotone.

Take $t^{\prime} \in \partial U \backslash\{a, b\}$ closest to $t$, so that $T_{s}^{j-i}\left(t^{\prime}\right)=c_{n}$ for some $n \geqslant 1$. Let $U^{\prime}$ be the maximal neighbourhood of $t^{\prime}$ such that $T_{s}^{j-i}\left(U^{\prime}\right)$ is contained in an $\varepsilon$-neighbourhood $V$ of $c_{n}$. It follows that $\left.T_{s}^{j}\right|_{U^{\prime}}$ is $\varepsilon$-symmetric (see Figure 4.12).


Figure 4.12: Step in the proof of Lemma 4.37 .

If $\left.\psi\right|_{U}$ and $\left.T_{s}^{j-i}\right|_{U}$ have the same orientation, then, by $\varepsilon$-closeness, $\mid T_{s}^{i}(\psi(y))-$ $T_{s}^{j}(y) \mid<\varepsilon$ for all $y \in U$, which means that $\left|T_{s}^{j-i}(y)-\psi(y)\right|<\varepsilon s^{-i}$ for all $y \in U$. However, $\left.T_{s}^{i}\right|_{V}$ is not $\varepsilon$-symmetric due to Corollary 4.34, and therefore the $\varepsilon$-closeness is violated on the set $U^{\prime}$.

On the other hand, if $\left.\psi\right|_{U}$ and $\left.T_{s}^{j-i}\right|_{U}$ have opposite orientation, then $T_{s}^{i}$ is $\varepsilon$-symmetric on a neighbourhood of $x$, with $c_{n}$ in its closure. Let $V^{\prime}$ be the mirror image of $V$ when reflected in $x$. Then by the $\varepsilon$-symmetry of $T_{s}^{i}$ around $x$ and around $c_{n}, T_{s}^{i}$ has to be $\varepsilon$-symmetric on $V^{\prime}$ as well. But this contradicts Corollary 4.34 again, completing the proof.

Definition 4.39. Let $A, B \subset X_{s}^{\prime}$ be arcs with $k$-patterns $P_{A}$ and $P_{B}$ respectively, $\operatorname{mesh}\left(\mathcal{C}_{k}\right)<\varepsilon$. We say that $k$-patterns $P_{A}$ and $P_{B}$ are $\varepsilon$-close if there exist $i, j \in \mathbb{N}$ such that $\left.\pi_{k+i}\right|_{A}$ and $\left.\pi_{k+j}\right|_{B}$ are injective on $\left[c_{2}, c_{1}\right]$ and $\left.T^{i}\right|_{\pi_{k+i}(A)}$ and $\left.T^{j}\right|_{\pi_{k+j}(B)}$ are $\varepsilon$-close maps.

In the following remark we paraphrase the statement of Lemma 4.37 in the context of $X_{s}^{\prime}$ as it is going to be used in the proof of Theorem 4.43.

Remark 4.40. Fix $\varepsilon>0$ as in the proof of Lemma 4.37 and take $k \in \mathbb{N}$ such that $\operatorname{mesh}\left(\mathcal{C}_{k}\right)<\varepsilon$. Assume that $n \in \mathbb{N}$ and $Q, Q^{\prime} \subset X_{s}^{\prime}$ are arcs with $(k+n)$-patterns $P$ and $P^{\prime}$ respectively where $P=12$. Lemma 4.37 claims that if the $k$-patterns of $Q$ and $Q^{\prime}$ are $\varepsilon$-close, then $P^{\prime}=12$ (or 21 depending on the orientation).

### 4.6 Topological uniqueness of $\mathfrak{R}$

In this section we prove that $\Re$ is fixed under homeomorphisms, provided that the critical orbit is non-recurrent.

From now on assume that $\sqrt{2}<s \neq \tilde{s} \leqslant 2$ and that tent maps $T_{s}$ and $T_{\tilde{s}}$ have non-recurrent infinite critical orbits.

Assume by contradiction that there exists a homeomorphism $h: X_{s}^{\prime} \rightarrow X_{\tilde{s}}^{\prime}$. Our goal in this section is to prove Theorem 4.43 (which holds also if $s=\tilde{s}$ ).

Set

$$
\begin{equation*}
\delta_{0}:=\frac{1}{100} \inf \left\{\left|c-c_{n}\right|,\left|\tilde{c}-\tilde{c}_{n}\right|: n \geq 1\right\} \tag{4.2}
\end{equation*}
$$

Note that the non-recurrence of $c$ and $\tilde{c}$ imply that $\delta_{0}>0$. Take $\varepsilon=\varepsilon\left(\delta_{0}\right)>0$ such that Proposition 4.29, Proposition 4.31, Proposition 4.32, Corollary 4.34 and Lemma 4.37 all apply for both $X_{s}$ and $X_{\tilde{s}}$.

Choose integers $k^{\prime}, l, k$ so large that $\operatorname{mesh}\left(\mathcal{C}_{k^{\prime}}\right), \operatorname{mesh}\left(\tilde{\mathcal{C}_{l}}\right), \operatorname{mesh}\left(\mathcal{C}_{k}\right)<\varepsilon$ and

$$
\begin{equation*}
h^{-1}\left(\tilde{\mathcal{C}_{l}}\right) \preceq \mathcal{C}_{k^{\prime}} \quad \text { and } \quad h\left(\mathcal{C}_{k}\right) \preceq \tilde{\mathcal{C}_{l}} . \tag{4.3}
\end{equation*}
$$

Let $B_{i}:=h\left(A_{i}\right)=\left[h\left(\hat{m}_{i+2}\right), h\left(m_{i+2}\right)\right]$ for every $i \in \mathbb{N}_{0}$; since $h\left(\mathcal{C}_{k}\right)$ refines $\tilde{\mathcal{C}_{l}}$, $B_{i}$ is link-symmetric in $\tilde{\mathcal{C}_{l}}$. If $B_{i}$ is not contained in a single link of $\tilde{\mathcal{C}_{l}}$, we denote its midpoint by $n_{i}$. Note that $h\left(m_{i}\right) \in A^{n_{i}}$ for every $i \in \mathbb{N}$. We denote $R_{n_{i}}\left(n_{i+2}\right)$ by $\hat{n}_{i+2}$, see Figure 4.16. Note also that $h\left(\hat{m}_{i+2}\right) \in A^{\hat{n}_{i+2}}$. Let $\left(\ldots q_{-2}, q_{-1}, q_{0}\right)=q:=h(\rho)$.

Lemma 4.41. The sequence $\left\{B_{i}\right\}_{i \in \mathbb{N}} \subset \underset{\rightleftarrows}{\lim }\left(\left[c_{2}, c_{1}\right], T_{\tilde{s}}\right)$ is an eventual complete sequence of l-link symmetric arcs with respect to $q$, in the sense that for every l-link symmetric arc with midpoint $n$ and containing $q$, either $n=n_{i}$ for some $i \in \mathbb{N}$ or $n \in\left(n_{1}, n_{2}\right)$.

Proof. Assume by contradiction that there exists an l-link-symmetric arc $B \ni q$ with midpoint $n \in h(\mathfrak{R})$ such that $n \neq n_{i}$ for every $i \in \mathbb{N}, n \notin\left(n_{1}, n_{2}\right)$ and $B$ is not contained in a single link of the chain $\tilde{\mathcal{C}_{l}}$. Take $B$ such that $n$ is the closest to $q$ (in arc-length) with the above properties. There exists $j \in \mathbb{N}$ such that $n \in\left(n_{j}, n_{j+2}\right)$.

Because we chose chains such that $h^{-1}\left(\tilde{\mathcal{C}_{l}}\right) \preceq \mathcal{C}_{k^{\prime}}$, the $\operatorname{arc} A:=h^{-1}(B)$ is $k^{\prime}$-link symmetric and $\rho \in A$.

Throughout this proof we use $A^{u}$ to denote the arc-component of $u$ in $\ell$ for a $k^{\prime}$-point $u \in \ell \in \mathcal{C}_{k^{\prime}}$.

Assume that the midpoint $m$ of $A$ is not contained in $A^{m_{j}}$ or $A^{m_{j+2}}$, thus $m \in\left(m_{j}, m_{j+2}\right)$ and $m_{j} \in A$. Note that $\mathcal{C}_{k}=h^{-1} \circ h\left(\mathcal{C}_{k}\right) \preceq h^{-1}\left(\tilde{\mathcal{C}}_{l}\right) \preceq \mathcal{C}_{k^{\prime}}$ and thus $k \geq k^{\prime}$. We conclude that every $k$-point is a $k^{\prime}$-point. Specifically, $m_{j}$ is a $k^{\prime}$-point and since $A^{\rho}$ contains no $k^{\prime}$-points, it is easy to see that $A$ is not contained in a single link of $\mathcal{C}_{k^{\prime}}$. Since $\left\{A_{i}\right\}_{i \in \mathbb{N}}$ is a complete sequence of $k$ link symmetric arcs with respect to $\rho$, we get that $\left\{A_{i+k-k^{\prime}}\right\}_{i \in \mathbb{N}}$ is a complete sequence of $k^{\prime}$-link symmetric arcs with respect to $\rho$. Thus $m=m_{i+k-k^{\prime}}$ for some $i \geq 1$. But $m=m_{i+k-k^{\prime}} \in\left(m_{j}, m_{j+2}\right)$ gives a contradiction.

If $m \in A^{m_{j}}$, then by the definition of a midpoint we conclude that $m=m_{j}$ and thus $A^{n} \ni h(m)=h\left(m_{j}\right) \in A^{n_{j}}$. Since $n$ and $n_{j}$ are both midpoints and $A^{n}=A^{n_{j}}$, we conclude that $n=n_{j}$. An analogous argument shows that if $m \in A^{m_{j+2}}$ then $n=n_{j+2}$.

Recall that $\tilde{\mathfrak{R}}$ is the arc-component in $X_{\tilde{s}}$ containing $\tilde{\rho}=(\ldots, \tilde{r}, \tilde{r}, \tilde{r})$, where $\tilde{r}=\frac{\tilde{s}}{\tilde{s}+1}$ is a fixed point of $T_{\tilde{s}}$.

Assume by contradiction that $h(\mathfrak{R}) \neq \tilde{\mathfrak{R}}$, so in particular $h(\mathfrak{R}) \not \supset \tilde{\rho}$.
Assume also by contradiction that there exists $N \in \mathbb{N}$ such that the projections $q_{-i}>\tilde{c}$ for all $i \geq N$. Then the coordinates of $\sigma^{-N}(q)$ and $\tilde{\rho}$ are all obtained using the same right inverse branch of $T_{\tilde{s}}$. Thus $\sigma^{-N}(q)$ and $\tilde{\rho}$ are connected by an arc, and hence $h(\mathfrak{R}) \ni \tilde{\rho}$, a contradiction. Therefore $q_{-i}<c$ infinitely often. Analogously as above it follows that $q_{-i}>\tilde{c}$ infinitely often, because a fixed point $\overline{0} \notin h(\mathfrak{R})$.
Therefore, there is $l^{\prime}>l+1$ such that $q_{-\left(l^{\prime}+1\right)}<\tilde{c}<q_{-l^{\prime}}$ and $\pi_{l^{\prime}}: B_{1} \rightarrow\left[\tilde{c}_{2}, \tilde{c}_{1}\right]$ is injective, where $B_{1}=h\left(A_{1}\right)$.

The crux of the proof is to show that $h(\mathfrak{R})$ cannot contain the $l^{\prime}$-pattern 12 , and therefore by Lemma 4.12 cannot be dense in $X_{\tilde{s}}^{\prime}$, which contradicts the fact that $\mathfrak{R}$ is dense in $X_{s}^{\prime}$.

Let $B \ni q$ be the maximal arc such that $\pi_{l^{\prime}}: B \rightarrow\left[\tilde{c}_{2}, \tilde{c}_{1}\right]$ is injective. Therefore, $\pi_{l^{\prime}+1}(B) \not \supset c$. Since $q_{-\left(l^{\prime}+1\right)} \in \pi_{l^{\prime}+1}(B)$ and $q_{-\left(l^{\prime}+1\right)}<c$, it follows that $\pi_{l^{\prime}+1}(B) \subset\left[\tilde{c}_{2}, \tilde{c}\right]$. Hence $\pi_{l^{\prime}}(B) \subset T_{\tilde{s}}\left(\left[\tilde{c}_{2}, \tilde{c}\right]\right)=\left[\tilde{c}_{3}, \tilde{c}_{1}\right]$, see Figure 4.13.


Figure 4.13: Arc $B$ in projections $\pi_{l^{\prime}+1}$ and $\pi_{l^{\prime}}$.

Let $Q \subset h(\mathfrak{R})$ be the closest (in the arc-length distance) arc to $q$ such that $\pi_{l^{\prime}}: Q \rightarrow\left[\tilde{c}_{2}, \tilde{c}_{1}\right]$ is a bijection. It follows that $q \notin Q$.

Lemma 4.42. Assume that an arc $Q \subset h(\mathfrak{R})$ is such that $\pi_{l^{\prime}}: Q \rightarrow\left[\tilde{c}_{2}, \tilde{c}_{1}\right]$ is a bijection. If $Q \subset B_{j}$ for $j \in \mathbb{N}$ minimal, then $Q \subset\left[n_{j}, n_{j+2}\right]$.

Proof. Let us assume by contradiction that $n_{j}$ is in the interior of $Q$. Note that $\pi_{l^{\prime}}(Q)=\left[\tilde{c}_{2}, \tilde{c}_{1}\right]$ and $\pi_{l^{\prime}}\left(n_{j}\right) \neq \tilde{c}_{1}, \tilde{c}_{2}$. Let $\delta_{0}$ be chosen as in the equation (4.2).

Note that $q \notin Q$, but $q \in B_{j}$.
Take the largest (in arc-length) arc $Q^{\prime} \subset Q \subset B_{j}$ which is $l$-link symmetric with midpoint $n_{j}$ and note that $\left.\pi_{l^{\prime}}\right|_{Q^{\prime}}$ is injective. Let $[a, b]:=\pi_{l^{\prime}}\left(Q^{\prime}\right)$ and note that either $a=\tilde{c}_{2}$ or $b=\tilde{c}_{1}$. Assume that $b=\tilde{c}_{1}$. Let us study $T_{\tilde{s}}^{-1}([a, b])$.

Note that $T_{\tilde{s}}^{-1}(b)=T_{s}^{-1}\left(\tilde{c}_{1}\right)=\tilde{c}$ and denote by $a_{-1}$ the endpoint of $T_{\tilde{s}}^{-1}([a, b])$ such that $a_{-1} \in\left(\tilde{c}, \tilde{c}_{1}\right]$. Let $Q^{\prime \prime} \subset B_{j}$ be the largest (in arc-length) $l$-link symmetric arc with midpoint $n_{j}$ and such that $\left.\pi_{l^{\prime}+1}\right|_{Q^{\prime \prime}}$ is injective. Note that $\left[\tilde{c}, a_{-1}\right] \subset \pi_{l^{\prime}+1}\left(Q^{\prime \prime}\right)$. Since $Q \subset B_{j}$ and $\left|\tilde{c}-\tilde{c}_{n}\right|>100 \delta_{0}$ for every $n \in \mathbb{N}$, the interval $J:=\left[\tilde{c}-5 \delta_{0}, a_{-1}\right]$ is also contained in $\pi_{l^{\prime}+1}\left(Q^{\prime \prime}\right)$. See Figure 4.14.


Figure 4.14: Projections of arcs from the proof of Lemma 4.42 arc $Q^{\prime}$ is denoted with dashed line and is contained in $\operatorname{arc} Q^{\prime \prime}$ which is denoted with thick line.

Case I: Assume that $\left|a_{-1}-\tilde{c}_{1}\right|>5 \delta_{0}$.

- If $\left|\pi_{l^{\prime}+1}\left(n_{j}\right)-\tilde{c}\right|>\varepsilon s^{-\left(l^{\prime}-l+1\right)}$, then there exists an interval $J^{\prime} \supset J$ with midpoint $\pi_{l^{\prime}+1}\left(n_{j}\right)$ which satisfies conditions of Proposition 4.32, so $\left.T_{s}^{l^{\prime}-l+1}\right|_{J^{\prime}}$ is not $\varepsilon$-symmetric around $\pi_{l^{\prime}+1}\left(n_{j}\right)$, which contradicts the $l$-link symmetry of $Q^{\prime \prime}$.
- If $\left|\pi_{l^{\prime}+1}\left(n_{j}\right)-\tilde{c}\right| \leq \varepsilon s^{-\left(l^{\prime}-l+1\right)}$, then there is a point $u \in A^{n_{j}}$ such that $\pi_{l^{\prime}+1}(u)=\tilde{c}$. Since $\pi_{l^{\prime}}\left(n_{j}\right) \neq \tilde{c}_{1}$, we have $\pi_{l^{\prime}+1}\left(n_{j}\right) \neq \tilde{c}$ and thus $u \neq n_{j}$. Note that the $l$-level of $u$ is greater than the $l$-level of $n_{j}$, which is a contradiction to the definition of midpoint.

Case II: Assume that $\left|a_{-1}-\tilde{c}_{1}\right| \leq 5 \delta_{0}$.
Then $\left|a-\tilde{c}_{2}\right| \leq 5 \delta_{0} s \leq 10 \delta_{0}$, so $|a-\tilde{c}|>5 \delta_{0}$.

- If $\left|\pi_{l^{\prime}}\left(n_{j}\right)-\tilde{c}\right|>\varepsilon s^{-\left(l^{\prime}-l\right)}$, then by Proposition 4.32 we get a contradiction with the $l$-link symmetry of $Q^{\prime}$.
- If $\left|\pi_{l^{\prime}}\left(n_{j}\right)-\tilde{c}\right| \leq \varepsilon s^{-\left(l^{\prime}-l\right)}$, then $\pi_{l^{\prime}}\left(n_{j}\right)=\tilde{c}$, because otherwise we get a contradiction with the definition of midpoint as above. But if $\pi_{l^{\prime}}\left(n_{j}\right)=\tilde{c}$, then $\left.T_{\tilde{s}}^{l^{\prime}-l}\right|_{\left[a, \tilde{c}_{1}\right]}$ is $\varepsilon$-symmetric around $\tilde{c}$. However, since $\left|\tilde{c}_{2}-T_{\tilde{s}}(a)\right|>$ $\left|\tilde{c}_{2}-\tilde{c}_{3}\right|>100 \delta_{0}>\varepsilon$ it follows that $\operatorname{diam}\left(T_{\tilde{s}}^{l^{\prime}-l-1}\left(\left[\tilde{c}_{2}, T_{\tilde{s}}(a)\right]\right)\right)>\varepsilon$ (see Figure 4.15). Because $\left.T_{\tilde{s}}\right|_{\left[a, \tilde{c}_{1}\right]}$ maps 2-to-1 on the interval $\left[T_{\tilde{s}}(a), \tilde{c}_{1}\right]$ and bijectively onto $\left[\tilde{c}_{2}, T_{\tilde{s}}(a)\right]$ we get a contradiction with $\left.T_{\tilde{s}}^{l^{\prime}-l}\right|_{\left[a, \tilde{c}_{1}\right]}$ being $\varepsilon$-symmetric around $\tilde{c}$. See Figure 4.15 .

If $a=\tilde{c}_{2}$ we study $T_{\tilde{s}}^{-2}([a, b])$ and proceed similarly as in the preceding paragraphs.

Theorem 4.43. Let $\sqrt{2}<s \leq \tilde{s} \leq 2$ and assume that the critical points of $T_{s}$ and $T_{\tilde{s}}$ are not recurrent. Let $\mathfrak{R} \subset X_{s}$ and $\tilde{\mathfrak{R}} \subset X_{\tilde{s}}$ be as above. If $h: X_{s}^{\prime} \rightarrow X_{\tilde{s}}^{\prime}$ is a homeomorphism, then $h(\mathfrak{R})=\tilde{\mathfrak{R}}$.

Proof. Let $Q \subset h(\Re)$ be an arc with $l^{\prime}$-pattern 12 . Such $Q$ exists by Lemma 4.12. Without loss of generality, we can assume that $\pi_{l^{\prime}}: Q \rightarrow\left[\tilde{c}_{2}, \tilde{c}_{1}\right]$ is bijective. As we already observed, $q \notin Q$. Assume without loss of generality that $Q$ is closest to $q$, in the sense that there is no other arc with $l^{\prime}$-pattern 12 closer to $q$ in arc-length distance.


Figure 4.15: Step in the proof of Lemma 4.42, case $\pi_{l^{\prime}}\left(n_{j}\right)=\tilde{c}$. Since the dashed interval is long, its image under $T^{l^{\prime}-l-1}$ is longer than $\varepsilon$.

Let $P$ be the $l$-pattern of $Q$; it is the $T_{\tilde{s}}^{l^{\prime}-l}$-image of the $l^{\prime}$-pattern 12 .


Figure 4.16: The midpoints and endpoints of $l$-link symmetric arcs $\left[n_{i}, \hat{n}_{i}\right]$.

Now let $j$ be the minimal natural number such that $Q \subset B_{j}$. Then $Q \subset$ $\left[n_{j}, n_{j+2}\right]$ by Lemma 4.42. Since $B_{j}$ is $l$-link-symmetric around $n_{j}$, we can reflect $Q$ in $n_{j}$, obtaining the arc $R_{n_{j}}(Q) \subset h(\mathfrak{\Re})$ which has $l$-pattern $\varepsilon$-close to $P$ (see Figure 4.16). Lemma 4.37 implies that $R_{n_{j}}(Q)$ has $l^{\prime}$-pattern 12, contradicting the choice of $Q$. Thus there exists no arc $Q \subset h(\Re)$ with $l$-pattern $P$, which contradicts that $h(\mathfrak{R})$ is dense in $X_{\tilde{s}}^{\prime}$ (Lemma 4.12).

### 4.7 The main theorem

Note that once we know that the arc-component $\mathfrak{R}$ is fixed under homeomorphisms, the results from this section follow without the non-recurrence assumption. We prove that the patterns of link-symmetric arcs in $\mathfrak{R}$ depend on the slope $s$. This idea, but on $\mathfrak{C}$, was used in [10].

Recall that $p \in \lim \left(\left[c_{2}, c_{1}\right], T_{s}\right)$ is called a $k$-point if there exists $n>0$ such
that $\pi_{k+n}(p)=c$, and we write $L_{k}(p)=n$.
Definition 4.44. Let $\mathfrak{U} \subset X_{s}$ be an arc-component and $u \in \mathfrak{U}$. We say that a $k$-point $p \in \mathfrak{U}$ such that $L_{k}(p)=n$ is a salient $k$-point with respect to $u$ if $\left.\pi_{k+n}\right|_{[u, p]}$ is injective.

Remark 4.45. The above definition says that a salient point $p$ is a $k$-point of level $n$ and that there are no $k$-points between $u$ and $p$ with $k$-level greater than n. Thus it corresponds to the existent definition of a salient point (for example in [10]). We will work with salient $k$-points with respect to $\rho, \tilde{\rho}$ or $q$ but because it is clear with respect to which point we work we refer to them only as salient $k$ (or l)-points.

Lemma 4.46. For any $i \in \mathbb{N}$, the midpoint $m_{i}$ of $A_{i} \subset \mathfrak{R}$ is a salient $k$-point with respect to $\rho$ and its $k$-level is i.

Proof. By the definition of $A_{i}$, we obtain that $\rho \in A_{i}, \pi_{k+i}\left(m_{i}\right)=c$ and $\left.\pi_{k+i}\right|_{A_{i}}$ is injective onto $\left[c_{2}, \hat{c}_{2}\right]$. This proves the claim.

We consider $l$-link symmetric $\operatorname{arcs} B_{i}=h\left(A_{i}\right) \subset \tilde{R}$, where the chains $\mathcal{C}_{k}$ and $\tilde{\mathcal{C}}_{l}$ satisfy (4.3). Let $\tilde{A}_{i} \subset \tilde{\mathfrak{R}} \subset X_{\tilde{s}}$ be the arc-component of $\pi_{l+i}^{-1}\left(\left[\tilde{c}_{2}, \hat{\tilde{c}}_{2}\right]\right)$ containing $\tilde{\rho}$ for every $i \in \mathbb{N}$. The arcs $\tilde{A}_{i}$ are all $l$-symmetric with salient $l$-points $\tilde{m}_{i}$ of level $i$ and they form a complete sequence with respect to $\tilde{\rho}=(\ldots, \tilde{r}, \tilde{r})$.

Let $n_{i}$ and $\tilde{m}_{i}$ be the midpoints of $\operatorname{arcs} B_{i}$ and $\tilde{A}_{i}$ respectively. In the next two lemmas we show how $B_{i}$ and $\tilde{A}_{i}$ relate to each other.

Lemma 4.47. There exists $N \in \mathbb{N}$ such that for every $j \geq N$ there exists $j^{\prime} \in \mathbb{N}$ such that $\tilde{\rho} \in B_{j}, q=h(\rho) \in \tilde{A}_{j^{\prime}}$ and $n_{j}=\tilde{m}_{j^{\prime}} \notin[\tilde{\rho}, q]$ for every $j \geq N+2$.

Proof. By Lemma 4.23 and applying $h$ we obtain that $\cup_{i \text { odd }} B_{i}=\cup_{i \text { even }} B_{i}=$ $\tilde{\mathfrak{R}}$ and $B_{i} \subset B_{i+2}$ for every $i \in \mathbb{N}$, so there exists $N$ such that $[\tilde{\rho}, q] \subset B_{j}$ for all $j \geqslant N$. Lemma 4.25 implies that $n_{j} \notin[\tilde{\rho}, q]$ for $j \geqslant N+2$. The argument for the arcs $\tilde{A}_{i}$ is analogous. Because $\left\{\tilde{A}_{i}\right\}$ is the complete sequence for $\tilde{\mathfrak{R}}$ with respect to $\tilde{\rho}$ it follows that $n_{j}=\tilde{m}_{j^{\prime}}$.

Definition 4.48. Given an arc $A=[u, v] \subset X_{s}$, we call the arc-component of $A \cap \ell$ of $u$ (where the link $\ell \ni u$ ) the link-tip of $A$ at $u$. Similarly for $v$. Let $A^{-\ell}=A \backslash\{$ link-tips $\}$. We say that two arcs $A$ and $B$ are close if $A^{-\ell}=B^{-\ell}$ and denote it by $A \approx B$,

Lemma 4.49. There exists $N \in \mathbb{N}$ such that for every $j \geq N$ there exists $j^{\prime} \in \mathbb{N}$ such that $B_{j} \approx \tilde{A}_{j^{\prime}}$.

Proof. Take $N$ from Lemma 4.47. Assume by contradiction that there exists $j \geq N$ such that $B_{j} \not \approx \tilde{A}_{j^{\prime}}$ for every $j^{\prime} \in \mathbb{N}$. By the completeness of $\left\{\tilde{A}_{i}\right\}_{i \in \mathbb{N}}$, there exists some $j^{\prime} \in \mathbb{N}$ such that $n_{j}=\tilde{m}_{j^{\prime}}$. As $B_{j}$ and $\tilde{A}_{j^{\prime}}$ are both $l$-link symmetric with the same midpoint, either $B_{j}^{-\ell} \subsetneq \tilde{A}_{j^{\prime}}^{-\ell}$ or $\tilde{A}_{j^{\prime}}^{-\ell} \subsetneq B_{j}^{-\ell}$, where $A^{-\ell}$ and $B^{-\ell}$ are as in the Definition 4.48. Assume that $B_{j}^{-\ell} \subsetneq \tilde{A}_{j^{\prime}}^{-\ell}$. Note that since $n_{j}=\tilde{m}_{j^{\prime}} \notin[\tilde{\rho}, q]$ we obtain that $n_{j+2} \in\left(\tilde{m}_{j^{\prime}}, \tilde{m}_{j^{\prime}+2}\right)$. But then $B_{j+2}$ would be $l$-link-symmetric and contain $q$ and $\tilde{\rho}$, and since the midpoint of $B_{j+2}$ lies in $\left(\tilde{m}_{j^{\prime}}, \tilde{m}_{j^{\prime}+2}\right)$, this contradicts the completeness of $\left\{\tilde{A}_{i}\right\}_{i \in \mathbb{N}}$. The second case follows similarly, but instead of the completeness of $\left\{\tilde{A}_{i}\right\}_{i \in \mathbb{N}}$ we use the eventual completeness of sequence $\left\{B_{i}\right\}_{i \in \mathbb{N}}$, see Lemma 4.41.

Proposition 4.50. There exist $N, M \in \mathbb{N}$ such that $L_{l}\left(n_{N+i}\right)=i+M$ for every $i \in \mathbb{N}_{0}$.

Proof. Take $N$ from Lemma 4.47. There exist $j^{\prime}, j^{\prime \prime} \in \mathbb{N}_{0}$ such that:

$$
\begin{gathered}
B_{N} \approx \tilde{A}_{j^{\prime}}, B_{N+2} \approx \tilde{A}_{j^{\prime}+2}, B_{N+4} \approx \tilde{A}_{j^{\prime}+4}, \ldots \\
B_{N+1} \approx \tilde{A}_{j^{\prime \prime}}, B_{N+3} \approx \tilde{A}_{j^{\prime \prime}+2}, B_{N+5} \approx \tilde{A}_{j^{\prime \prime}+4}, \ldots
\end{gathered}
$$

or in terms of $l$-levels $L_{l}\left(n_{N+2 i}\right)=j^{\prime}+2 i, L_{l}\left(n_{N+2 i+1}\right)=j^{\prime \prime}+2 i$ for all $i \in \mathbb{N}_{0}$. So far we only know that $j^{\prime}$ and $j^{\prime \prime}$ must be of different parity. Assume $j^{\prime \prime}>j^{\prime}$, so there exists an odd natural number $j \geq 1$ such that $j^{\prime \prime}=j^{\prime}+j$. Since $B_{N}=h\left(A_{N}\right) \not \subset h\left(A_{N+1}\right)=B_{N+1}$, we conclude from Lemma 4.24 that $j<\xi$. Assume by contradiction that $j>1$ and take $i=\xi-j$. From Lemma 4.24 we obtain that $\tilde{A}_{j^{\prime}} \subseteq \tilde{A}_{j^{\prime}+\xi}$. But $\tilde{A}_{j^{\prime}} \approx B_{N}, \tilde{A}_{j^{\prime}+\xi}=\tilde{A}_{j^{\prime}+j+i}=\tilde{A}_{j^{\prime \prime}+i} \approx B_{N+i+1}$. Thus we get $h\left(A_{N}\right)=B_{N} \subseteq B_{N+i+1}=h\left(A_{N+i+1}\right)$ which is a contradiction because $i+1<\xi$ and $i+1$ odd. We conclude that $j=1$.

The other possibility is that $j^{\prime \prime}<j^{\prime}$. Since also $B_{N+1}=h\left(A_{N+1}\right) \nsubseteq h\left(A_{N}\right)=$ $B_{N}$, we conclude that $j^{\prime}=j^{\prime \prime}+j$, where $j<\xi$ odd. Recall that $\tilde{A}_{j^{\prime \prime}} \subseteq \tilde{A}_{j^{\prime \prime}+\xi}$, but $\tilde{A}_{j^{\prime \prime}} \approx B_{N+1}$ and $\tilde{A}_{j^{\prime \prime}+\xi} \approx B_{N+\xi-j}$, where $\xi-j \in \mathbb{N}$ is even. Thus there exists an even natural number $0<i<\xi$ such that $B_{N+1} \subseteq B_{N+i}$, which is again a contradiction.
So the only possibility is $j^{\prime \prime}=j^{\prime}+1$, which gives $B_{N+i} \approx \tilde{A}_{j^{\prime}+i}$ for every $i \in \mathbb{N}_{0}$ and this finishes the proof.

So far we have shown that there exist $N, M \in \mathbb{N}$ such that a homeomorphism $h$ maps the salient point of $k$-level $i+N$ close to the salient point of $l$-level $i+M$ for every $i \in \mathbb{N}_{0}$. Here close to means that $h\left(m_{i+N}\right)$ is in the same link of $\tilde{\mathcal{C}}_{l}$ as $\tilde{m}_{i+M}$ and the arc-component of the link containing point $\tilde{m}_{i+M}$ also contains the point $h\left(m_{i+N}\right)$. Note that this works for any $k$ and $l$ such that $h\left(\mathcal{C}_{k}\right) \preceq \tilde{\mathcal{C}_{l}}$. The salient $(k+N)$-point of $(k+N)$-level $i$ is the salient $k$-point of $k$-level $i+N$. Therefore, if we consider $\mathcal{C}_{k+N}$ instead of $\mathcal{C}_{k}$, then $h\left(m_{i}\right)$ is close to $\tilde{m}_{i+M}$ for every $i \geq 1$.

The proof of the Core Ingram Conjecture now follows analogously as in [37]. We first need to prove that a homeomorphism $h$ preserves the sequence of $k$-points and then argue that the sequences of $k$-points and $l$-points of $\mathfrak{R}$ and $\tilde{\mathfrak{R}}$ respectively are never the same, unless $s=\tilde{s}$.

Proposition 4.51. Let $n \in \mathbb{N}$ and $u \in \mathfrak{R}$ be a $k$-point with $k$-level $n$. Then $h(u) \in \tilde{\mathfrak{R}}$ is in the link of $\tilde{\mathcal{C}}_{l}$ that contains $\tilde{m}_{n+M}$ and the arc-component of the link that contains $h(u)$ also contains an l-point $v$ with l-level $n+M$ (see Figure 4.17).


Figure 4.17: Claim of the Proposition 4.51 .

Proof. For $i \in \mathbb{N}$ denote by $S_{i}$ the longest arc in $\mathfrak{R}$ containing $m_{i}$ such that $\left.\pi_{k+i}\right|_{S_{i}}$ is injective. Note that $S_{i}$ is exactly the arc-component of $\pi_{k+i}^{-1}\left(\left[c_{2}, c_{1}\right]\right)$ which contains $m_{i}$ and that $\pi_{k+i}\left(S_{i}\right)=\left[c_{2}, c_{1}\right]$. Also note that $A_{i} \subset S_{i}$ and the endpoint of $A_{i}$ projecting with $\pi_{k+i}$ to $c_{2}$ agrees with one endpoint of $S_{i}$. Let $S_{i}^{\rho}, S_{i}^{\neg \rho} \subset S_{i}$ be the arc-components of $\pi_{k+i}^{-1}\left(\left[c, c_{1}\right]\right)$ and of $\pi_{k+i}^{-1}\left(\left[c_{2}, c\right]\right)$ respectively, with $m_{i}$ as the common boundary point. Note that $\rho \in S_{i}^{\rho}$ and its endpoints are $m_{i}$ and $m_{i+1}$. Also, $\rho \notin S_{i}^{\neg \rho}$ and its endpoints are $m_{i}$ and $m_{i+2}$. Also note that $S_{i}{ }^{\rho}$ is shorter (in arc-length) than $S_{i}^{\rho}$ and that $S_{i+1}^{\rho}=S_{i}$. We will prove the proposition for $k$-points in $S_{i}$ by induction on $i$. Note that all $k$-points in $S_{1}$ are salient, and by the remarks preceding this proposition it follows that the proposition holds for salient points. Assume that the proposition holds for all $k$-points in $S_{i}\left(=S_{i+1}^{\rho}\right)$. Take a $k$-point $u \in S_{i+1}^{\neg \rho} \backslash\left\{m_{i+1}, m_{i+3}\right\}$ with $k$-level $n$. Note that $n<i+1$ by the definition of $S_{i+1}$. Also, since $S_{i+1}^{\supset \rho}$ is shorter than $S_{i+1}^{\rho}$ there exists a $k$-point $R_{m_{i+1}}(u) \in$ $S_{i+1}^{\rho}$ such that $\left[u, R_{m_{i+1}}(u)\right]$ is $k$-symmetric with midpoint $m_{i+1}$. Observe that $h\left(\left[u, R_{m_{i+1}}(u)\right]\right)$ is $l$-link symmetric with midpoint $\tilde{m}_{i+1+M}$, because it is the point with the highest $l$-level in the link containing $h\left(m_{i+1}\right)$. Since $R_{m_{i+1}}(u) \in S_{i+1}^{\rho}=S_{i}, h\left(R_{m_{i+1}}(u)\right)$ is in the link containing $\tilde{m}_{n+M}$ and the arc-component of the link containing $h\left(R_{m_{i+1}}(u)\right)$ contains an $l$-point $v^{\prime}$ such that $L_{l}\left(v^{\prime}\right)=n+M$. Take such $v^{\prime}$ closest (in arc-length) to $\tilde{m}_{i+1+M}$ such that there are no points of $l$-level greater or equal than $i+1+M$ in $\left(\tilde{m}_{i+1+M}, v^{\prime}\right)$. Since $n<i+1$, we obtain that $L_{l}\left(v^{\prime}\right)=n+M<i+1+M=L_{l}\left(\tilde{m}_{i+1+M}\right)$. Note that there exists an $l$-point $v$ such that the arc $\left[v, v^{\prime}\right]$ is $l$-symmetric with midpoint $\tilde{m}_{i+1+M}$. This implies that $v$ and $v^{\prime}$ both have the same level $n+M$, and that they belong to the same link. Arc-component of the link containing $v$ must also contain point $h(u)$.

This concludes the proof for every $k$-point in $S_{i+1}$. Since $\cup_{i} S_{i}=\mathfrak{R}$, this concludes the proof.

Proposition 4.52. Let $k, l, k^{\prime}$ be such that $h\left(\mathcal{C}_{k}\right) \preceq \tilde{\mathcal{C}_{l}} \preceq h\left(\mathcal{C}_{k^{\prime}}\right)$ holds as in (4.3). Take $M, M^{\prime} \in \mathbb{N}$ such that $h$ maps every $k$-point with $k$-level $n$ close to $l$-point with l-level $n+M$ and $h^{-1}$ maps every $l$-point with $l$-level $n$ close to $k^{\prime}$-point with $k^{\prime}$-level $n+M^{\prime}$. Then for every $K \in \mathbb{N}$, there is an orientation
preserving bijection between
$\left\{u \in\left[m_{K}, m_{K+1}\right]: L_{k}(u)=n\right\}$ and $\left\{v \in\left[\tilde{m}_{K+M}, \tilde{m}_{K+1+M}\right]: L_{l}(v)=n+M\right\}$.

Proof. First we claim that $M+M^{\prime}=k-k^{\prime}$. Take the salient $k$-point $m_{i}$ with $L_{k}\left(m_{i}\right)=i$ and note that it is also a salient $k^{\prime}$-point with $L_{k^{\prime}}\left(m_{i}\right)=k+i-k^{\prime}$. Note that by remarks before Proposition 4.51, homeomorphism $h$ maps the salient $k$-point with level $i$ close to the salient $l$-point with $l$-level $i+M$, which is mapped by $h^{-1}$ close to the salient $k^{\prime}$-point with $k^{\prime}$-level $i+M+M^{\prime}$. This means that the salient $k^{\prime}$-point with $k^{\prime}$-level $k+i-k^{\prime}$ belongs to the same arc-component of the same link of the chain $\mathcal{C}_{k^{\prime}}$ that contains the salient $k^{\prime}$-point with $k^{\prime}$-level $i+M+M^{\prime}$. But this is only possible if the points are equal which implies that $M+M^{\prime}=k-k^{\prime}$.

Denote by $z_{i}, i=1, \ldots, a$, all $k$-points with $k$-level $n$ in $\left[m_{K}, m_{K+1}\right]$ such that $m_{K} \prec z_{1} \prec \cdots \prec z_{a} \prec m_{K+1}$ (where $x \prec y \prec z$ if $[x, y] \subset[x, z]$ for $x, y, z \in \mathfrak{U} \subset X_{s}$ ). Similarly, denote by $\tilde{z}_{j}, j=1, \ldots, b$, all $l$-points with $l$-level $n+M$ in $\left[\tilde{m}_{K+M}, \tilde{m}_{K+1+M}\right]$ such that $\tilde{m}_{K+M} \prec \tilde{z}_{1} \prec \cdots \prec \tilde{z}_{b} \prec \tilde{m}_{K+1+M}$. We will first prove that $a \leq b$.

Recall that for an $l$-point $u$ such that $u \in \ell \in \tilde{\mathcal{C}_{l}}$ we denote the arc-component of $u$ in $\ell$ by $A^{u}$. We can find $N>0$ such that $A^{\sigma^{N}\left(\tilde{m}_{K+M}\right)}, A^{\sigma^{N}\left(\tilde{z}_{1}\right)}, \ldots, A^{\sigma^{N}\left(\tilde{z}_{b}\right)}$, $A^{\sigma^{N}\left(\tilde{m}_{K+1+M}\right)}$ are all different. Also, every point $u \in\left\{\sigma^{N}\left(\tilde{m}_{K+M}\right), \sigma^{N}\left(\tilde{z}_{1}\right), \ldots\right.$, $\left.\sigma^{N}\left(\tilde{z}_{b}\right), \sigma^{N}\left(\tilde{m}_{K+1+M}\right)\right\}$ has to be a midpoint of $A^{u}$. Otherwise, there would exist another $l$-point with $l$-level $n+M+N$ in the same arc-component which is impossible since we separated them. Since $\sigma^{N}\left(m_{K}\right)=m_{K+N}$ and $\sigma^{N}\left(\tilde{m}_{K+M}\right)=\tilde{m}_{K+M+N}$, we get from Proposition 4.51 that for every $i \in$ $\{1, \ldots, a\}$ there exists unique $j \in\{1, \ldots, b\}$ such that $h\left(\sigma^{N}\left(z_{i}\right)\right) \in A^{\sigma^{N}\left(z_{j}\right)}$. This defines a function $x \mapsto \tilde{x}$ for every $k$-point $x \in\left[m_{K}, m_{K+1}\right]$ with $L_{k}(x)=$ $n$ to an $l$-point $\tilde{x} \in\left[\tilde{m}_{K+M}, \tilde{m}_{K+M+1}\right]$ with $L_{l}(\tilde{x})=n+M$. Note that we can take $N$ such that $\sigma^{N}$ preserves orientation and so $x \prec y$ implies $\tilde{x} \prec \tilde{y}$.

Next we want to prove that $x \mapsto \tilde{x}$ is injective. Assume there are $i_{1}, i_{2} \in$ $\{1, \ldots, a\}$ such that $h\left(\sigma^{N}\left(z_{i_{1}}\right)\right), h\left(\sigma^{N}\left(z_{i_{2}}\right)\right) \in A^{\sigma^{N}\left(\tilde{z}_{j}\right)}$, for some $j \in\{1, \ldots, b\}$.

There exists a $k$-point $w$ such that $\sigma^{N}\left(z_{i_{1}}\right) \prec w \prec \sigma^{N}\left(z_{i_{2}}\right)$ and such that $L_{k}(w)>n+N$. Note that $h(w) \in A^{\sigma^{N}\left(z_{j}\right)}$. But then there exists an $l-$ point $\tilde{w} \in A^{\sigma^{N}\left(\tilde{z}_{j}\right)}$ with $l$-level strictly greater than $n+N+M$ which is in contradiction with $\sigma^{N}\left(\tilde{z}_{j}\right)$ being the center of the link. This proves that the above function $x \mapsto \tilde{x}$ is injective, i.e., $a \leq b$.

It follows that

$$
\begin{aligned}
\# & \left\{k \text {-points in }\left[m_{K}, m_{K+1}\right] \text { with } k \text {-level } n\right\} \\
& \leqslant \#\left\{l \text {-points in }\left[\tilde{m}_{K+M}, \tilde{m}_{K+1+M}\right] \text { with } l \text {-level } n+M\right\} \\
& \leqslant \#\left\{k^{\prime} \text {-points in }\left[m_{K+M+M^{\prime}}, m_{K+1+M+M^{\prime}}\right] \text { with } k^{\prime} \text {-level } n+M+M^{\prime}\right\} .
\end{aligned}
$$

We proved that $M+M^{\prime}=k-k^{\prime}$ so the last number is equal to the number of $k^{\prime}$-points in $\left[m_{K+k-k^{\prime}}, m_{K+1+k-k^{\prime}}\right]$ with $k^{\prime}$-level $n+k-k^{\prime}$. But this is actually equal to the number of $k$-points in [ $m_{K}, m_{K+1}$ ] with $k$-level $n$. This proves that $a=b$.

Recall a main theorem of this chapter, Theorem 1.3 .
If $1 \leq s<\tilde{s} \leq 2$ and critical points of $T_{s}$ and $T_{\tilde{s}}$ are non-recurrent, then the inverse limit spaces $X_{s}^{\prime}$ and $X_{\tilde{s}}^{\prime}$ are not homeomorphic.

Proof of Theorem [1.3. We claim that the $k$-pattern of $\left[m_{n-1}, m_{n}\right]$ is equal to the $(l+M)$-pattern of $\left[\tilde{m}_{n-1}, \tilde{m}_{n}\right]$ and that $T_{s}^{n}(c)>c$ if and only if $T_{\tilde{s}}^{n}(\tilde{c})>\tilde{c}$ for every $n \geq 2$. This gives $s=\tilde{s}$.

The claim is obviously true for $n=2$. For the inductive step, assume that it is true for all positive integers $<n$.

Specifically, the $k$-pattern of $\left[m_{n-2}, m_{n-1}\right]$ is the $(l+M)$-pattern of $\left[\tilde{m}_{n-2}, \tilde{m}_{n-1}\right]$. Denote all $k$-points in [ $m_{n-2}, m_{n-1}$ ] by $m_{n-2}=z_{0} \prec z_{1} \prec \ldots \prec z_{i} \prec$ $z_{i+1}=m_{n-1}$. Denote all $(l+M)$-points in $\left[\tilde{m}_{n-2}, \tilde{m}_{n-1}\right]$ analogously by $\tilde{m}_{n-2}=z_{0} \prec \tilde{z}_{1} \prec \ldots \prec \tilde{z}_{i} \prec \tilde{z}_{i+1}=\tilde{m}_{n-1}$. Since patterns are the same, $L_{k}\left(z_{j}\right)=L_{l+M}\left(\tilde{z}_{j}\right)$ for all $j \in\{0, \ldots, i+1\}$. By the inductive assumption it follows that $c \in \pi_{k}\left(z_{j}, z_{j+1}\right)$ if and only if $\tilde{c} \in \pi_{l+M}\left(\tilde{z}_{j}, \tilde{z}_{j+1}\right)$ for all $j \in\{0, \ldots, i\}$.

Since $\sigma\left(\left[m_{n-2}, m_{n-1}\right]\right)=\left[m_{n-1}, m_{n}\right]$ and every subarc $\left[z_{j}, z_{j+1}\right]$ is mapped to the subarc $\left[\sigma\left(z_{j}\right), \sigma\left(z_{j+1}\right)\right]$ with $k$-pattern $L_{k}\left(z_{j}\right)+1,1, L_{k}\left(z_{j+1}\right)+1$ or $L_{k}\left(z_{j}\right)+1, L_{k}\left(z_{j+1}\right)+1$ according to whether $\pi_{k}\left(\left[z_{j-1}, z_{j}\right]\right)$ contains $c$ or not, inductive hypothesis for $n-1$ completely determines the $k$-pattern of $\left[m_{n-1}, m_{n}\right]$. The same holds for the arc $\left[\tilde{m}_{n-2}, \tilde{m}_{n-1}\right]$. Since we assumed that $T_{s}^{n^{\prime}}(c)>c$ if and only if $T_{\tilde{s}}^{n^{\prime}}(\tilde{c})>\tilde{c}$ for all $n^{\prime}<n$, this gives that the $k$-pattern of $\left[m_{n-1}, m_{n}\right]$ is the same as the $(l+M)$-pattern of $\left[\tilde{m}_{n-1}, \tilde{m}_{n}\right]$.

From now on we study $\left[m_{n-1}, m_{n}\right.$ ] and [ $\tilde{m}_{n-1}, \tilde{m}_{n}$ ]. Write $m_{n-1} \prec z_{1} \prec$ $\cdots \prec z_{i} \prec m_{n}$ and $\tilde{m}_{n-1} \prec \tilde{z}_{1} \prec \cdots \prec \tilde{z}_{i} \prec \tilde{m}_{n}$, where $\left\{z_{1}, \ldots, z_{i}\right\} \subset \mathfrak{R}$ is the set of all $k$-points in $\left[m_{n-1}, m_{n}\right]$ and $\left\{\tilde{z}_{1}, \ldots, \tilde{z}_{i}\right\} \subset \mathfrak{R}$ is the set of all $(l+M)$-points in $\left[\tilde{m}_{n-1}, \tilde{m}_{n}\right]$. From the previous paragraph we obtain that $L_{k}\left(z_{j}\right)=L_{l+M}\left(\tilde{z}_{j}\right)$ for every $j \in\{1, \ldots, i\}$.

Assume by contradiction that $T_{s}^{n}(c)$ and $T_{\tilde{s}}^{n}(\tilde{c})$ are on the different sides of $c$ in $\left[c_{2}, c_{1}\right]$ and $\tilde{c}$ in $\left[\tilde{c}_{2}, \tilde{c}_{1}\right]$ respectively. Since $\pi_{k}\left(m_{n}\right)=T_{s}^{n}(c)$ and $\pi_{l+M}\left(\tilde{m}_{n}\right)=T_{\tilde{s}}^{n}(\tilde{c})$, by assumption $c \in \pi_{k}\left(\left(z_{i}, m_{n}\right)\right)$ and $\tilde{c} \notin \pi_{l+M}\left(\left(\tilde{z}_{i}, \tilde{m}_{n}\right)\right)$ or the opposite. The inductive hypothesis gives $c \in \pi_{k}\left(\left(z_{j}, z_{j+1}\right)\right)$ if and only if $\tilde{c} \in \pi_{l+M}\left(\left(\tilde{z}_{j}, \tilde{z}_{j+1}\right)\right)$ for all $j \in\{1, \ldots, i-1\}$. Apply $\sigma$ to $\left[m_{n-1}, m_{n}\right]$ and [ $\left.\tilde{m}_{n-1}, \tilde{m}_{n}\right]$ and count the number of $k$-points in $\sigma\left(\left[m_{n-1}, m_{n}\right]\right)=\left[m_{n}, m_{n+1}\right]$ and the number of $(l+M)$-points in $\sigma\left(\left[\tilde{m}_{n-1}, \tilde{m}_{n}\right]\right)=\left[\tilde{m}_{n}, \tilde{m}_{n+1}\right]$. Every point of $k$-level strictly greater than 1 in $\left[m_{n}, m_{n+1}\right]$ is a shift of some $z_{j}$ and every point of $(l+M)$-level greater than 1 in $\left[\tilde{m}_{n}, \tilde{m}_{n+1}\right]$ is a shift of some $\tilde{z}_{j}$. So it suffices to count the $k$-points of $k$-level 1 in $\left[m_{n}, m_{n+1}\right]$ and the $(l+M)$-points of $(l+M)$-level 1 in $\left[\tilde{m}_{n}, \tilde{m}_{n+1}\right]$. Such points are obtained as shifts of points in [ $m_{n-1}, m_{n}$ ] (respectively $\left[\tilde{m}_{n-1}, \tilde{m}_{n}\right]$ ) which are projected to $c$ by $\pi_{k}$ (respectively to $\tilde{c}$ by $\left.\pi_{l+M}\right)$. The number of such points in $\left[m_{n-1}, m_{n}\right]$ differs by one from the number of points in $\left[\tilde{m}_{n-1}, \tilde{m}_{n}\right]$, because by our assumption either $c \in \pi_{k}\left(\left(z_{i}, m_{n}\right)\right)$ or $\tilde{c} \in \pi_{l+M}\left(\left(\tilde{z}_{i}, \tilde{m}_{n}\right)\right)$, but not both. That is, the number of $k$-points of $k$-level 1 in $\left[m_{n}, m_{n+1}\right]=\sigma\left(\left[m_{n-1}, m_{n}\right]\right)$ is different from the number of $(l+M)$-points of $(l+M)$-level 1 in $\left[\tilde{m}_{n}, \tilde{m}_{n+1}\right]=\sigma\left(\left[\tilde{m}_{n-1}, \tilde{m}_{n}\right]\right)$ which contradicts Proposition 4.52.

Theorem 1.4 about the group of self-homeomorphisms extends as well. The
proof requires only minor adjustments: one needs to replace the arc-component $\mathfrak{C}$ with $\mathfrak{R}$ in the proof of [36, Theorem 1.3]. We recall it here:

Assume that $T_{s}$ has a non-recurrent critical point. Then for every selfhomeomorphism $h: X_{s}^{\prime} \rightarrow X_{s}^{\prime}$ there is $R \in \mathbb{Z}$ with $h$ and $\sigma^{R}$ isotopic.

## Chapter 5

## Planar embeddings of chainable continua

In this chapter we construct planar embeddings of chainable continua in full generality. It is well known that every chainable continuum (inverse limit on intervals) can be embedded in the plane, see [22]. In this chapter we develop methods to study non-equivalent planar embeddings, similar to the methods used by Lewis in [62] and Smith in [81] for the study of planar embeddings of the pseudo-arc. Following Bing's approach from [22] and Lemma 2.11, we construct nested intersections of discs which are small tubular neighbourhoods of polygonal lines obtained from the bonding maps. Later we show that this approach produces all possible embeddings of chainable continua which can be covered with planar chains with connected links. In this way we can produce non-equivalent planar embeddings of the same chainable continuum.

Definition 5.1. Two embeddings $\varphi, \psi: X \rightarrow \mathbb{R}^{2}$ are called strongly equivalent if $\varphi \circ \psi^{-1}: \psi(X) \rightarrow \varphi(X)$ can be extended to a homeomorphism of $\mathbb{R}^{2}$. They are weakly equivalent if there is a homeomorphism $h$ of $\mathbb{R}^{2}$ such that $h(\varphi(X))=\psi(X)$.

Clearly strong equivalence implies weak equivalence, but in general not the other way around, see for instance Remark 5.50 .

Recall Mayer's question from 1983 (Question 1.8):

Are there uncountably many nonequivalent embeddings of every chainable indecomposable continuum?

This question is listed as Problem 141 in the collection of continuum theory problems from 1983 by Lewis [61] and was also posed by Mayer in his thesis in 1983 [67], without precisely specifying the definition of equivalent embeddings.

Throughout the chapter, we will use "equivalent" for "strongly equivalent", and with this version of equivalent, we give a positive answer to the above question, see Theorem 5.44. If a continuum is the inverse limit space of a unimodal map and not hereditarily decomposable, then the result holds for both definitions of equivalent, see Remark 5.51.

This generalizes the result in [5], where we prove that every unimodal inverse limit space with bonding map of positive topological entropy can be embedded in the plane in uncountably many non-equivalent ways. The special construction in [5] uses the symbolic techniques which enables direct computation of accessible sets and prime ends, see [7]. Here we utilize a more geometric approach.

One of the motivations for this study is also the following long-standing open problem posed by Nadler and Quinn in 1972 (Question 1.6):
Let $X$ be a chainable continuum and $x \in X$. Can $X$ be embedded in the plane such that $x$ is accessible?

Definition 5.2. Let $X \subset \mathbb{R}^{2}$. We say that $x \in X$ is accessible (from the complement of $X$ ) if there exists an arc $A \subset \mathbb{R}^{2}$ such that $A \cap X=\{x\}$.

We will introduce the notion of a zigzag related to the admissible permutations of graphs of bonding maps and answer the Nadler and Quinn question in the affirmative for a class of non-zigzag chainable continua (see Corollary 5.15). It is commonly believed that there should exist a counterexample to the question of Nadler and Quinn. The most promising example is the one suggested by Piotr Minc, see Figure 5.16. However, we still don't know how to prove that point $p \in X_{M}$ cannot be made accessible (or how to make it accessible), even
with the use of thin embeddings, see Definition 5.27. The understanding of thick embeddings is even more lacking.

Remark 5.3. In this Chapter all maps are considered to be continuous.

### 5.1 Permuting the graph

Let $C=\left\{l_{1}, \ldots, l_{n}\right\}$ be a chain of $I$ and let $f: I \rightarrow I$ be a continuous surjection which is piecewise linear with finitely many critical points $0=t_{0}<$ $t_{1}<\ldots<t_{m}<t_{m+1}=1$ (so we include the endpoints of [0,1] in the set of critical points). Assume that $f\left(\left[t_{i}, t_{i+1}\right]\right)$ is not contained in a single link of $C$ for every $i \in\{0, \ldots, m\}$.

The line $H_{0} \cup V_{1} \cup H_{1} \cup \ldots \cup V_{m} \cup H_{m}=: G_{f}$ will be called the flattened graph of $f$ in $\mathbb{R}^{2}$, where $H_{j}=f\left(\left[t_{j}, t_{j+1}\right]\right) \times\{j\}$ for all $j \in\{0, \ldots, m\}$ and $V_{j}=\left\{f\left(t_{j}\right)\right\} \times[j-1, j]$ for all $j \in\{1, \ldots, m\}$. Note that $H_{j-1}$ and $H_{j}$ are joined at their left endpoints by $V_{j}$ if $t_{j}$ is a local minimum of $f$ and they are joined at their right endpoints if it is a local maximum of $f$. See Figure 5.1.

Definition 5.4. The permutation $p:\{0,1, \ldots, m\} \rightarrow\{0,1, \ldots, m\}$ is called $C$-admissible permutation of $G_{f}$ if for every $i \in\{0, \ldots, m-1\}$ and $k \in$ $\{0, \ldots, m\}$ such that $p(i)<p(k)<p(i+1)$ or $p(i+1)<p(k)<p(i)$ it holds that:
(a) $f\left(t_{i+1}\right) \notin f\left(\left[t_{k}, t_{k+1}\right]\right)$, or
(b) $f\left(t_{i+1}\right) \in f\left(\left[t_{k}, t_{k+1}\right]\right)$ but $f\left(t_{k}\right)$ or $f\left(t_{k+1}\right)$ is contained in the same link of $C$ as $f\left(t_{i+1}\right)$.

If $p$ is a $C$-admissible permutation of $G_{f}$, define the permuted graph of $f$ with respect to $C$ as $p^{C}\left(G_{f}\right)=p\left(H_{0}\right) \cup p\left(V_{1}\right) \cup \ldots \cup p\left(V_{m}\right) \cup p\left(H_{m}\right)$ such that $p\left(H_{j}\right)=f\left(\left[\tilde{t}_{j}, \tilde{t}_{j+1}\right]\right) \times\{p(j)\}$ and $p\left(V_{j}\right)=\left\{f\left(\tilde{t}_{j}\right)\right\} \times[p(j-1), p(j)]$, where $\tilde{t}_{j}$ are chosen such that $f\left(t_{j}\right)$ and $f\left(\tilde{t}_{j}\right)$ are contained in the same link of $C$ and such that $p^{C}\left(G_{f}\right)$ has no self intersections. Note that $p\left(V_{j}\right)$ is a vertical line which joins the endpoints of $p\left(H_{j-1}\right)$ and $p\left(H_{j}\right)$ at $f\left(\tilde{t}_{j}\right)$. See Figure 5.1. Denote by $E\left(p^{C}\left(G_{f}\right)\right)$ the endpoint of $p\left(H_{0}\right)$ corresponding to $\left(f\left(\tilde{t}_{0}\right), p(0)\right)$.

Definition 5.5. If $p(J)=m$, we say that $H_{J}$ is at the top of $p^{C}\left(G_{f}\right)$.


Figure 5.1: Flattened graph and its permutation. Note that $H_{0}$ is at the top of $p^{C}\left(G_{f}\right)$.

### 5.2 Chain refinements and stretching

We say that a planar chain $\mathcal{C}=\left\{\ell_{1}, \ldots, \ell_{n}\right\}$ is nice if $\ell_{i}$ is an open disc in the plane for every $i \in\{1, \ldots, n\}$ and if $\overline{\ell_{i}} \cap \overline{\ell_{j}} \neq \emptyset$ if and only if $|i-j| \leq 1$.

Definition 5.6. Let $\mathcal{C}=\left\{\ell_{1}, \ldots, \ell_{n}\right\}$ be a planar chain. We say that an $\operatorname{arc} A \subset \mathcal{C}^{*}$ is a nerve of $\mathcal{C}$ if $A \cap \ell_{i} \neq \emptyset$ and $A \cap \ell_{i}$ is connected for every $i \in\{1, \ldots, n\}$. Let $f: I \rightarrow I$ be a piecewise linear surjection, $p$ an admissible $C$-permutation of $G_{f}$ and $\varepsilon>0$. A nice planar chain $\mathcal{C}=\left\{\ell_{1}, \ldots, \ell_{n}\right\}$ will be called $a$ tubular $\varepsilon$-chain with nerve $p^{C}\left(G_{f}\right)$ if

- $p^{C}\left(G_{f}\right)$ is a nerve of $\mathcal{C}$
- there exists $n \in \mathbb{N}$ and arcs $A_{1} \cup \ldots \cup A_{n}=p^{C}\left(G_{f}\right)$ such that $\ell_{i}$ is the $\varepsilon$-neighbourhood of $A_{i}$ for every $i \in \mathbb{N}$.

Write $\mathcal{N}_{\mathcal{C}}=p^{C}\left(G_{f}\right)$.
Definition 5.7. A planar chain $\mathcal{C}=\left\{\ell_{1}, \ldots, \ell_{n}\right\}$ will be called horizontal if there are $\delta>0$ and a chain of open intervals $\left\{l_{1}, \ldots, l_{n}\right\}$ in $\mathbb{R}$ such that $\ell_{i}=l_{i} \times(-\delta, \delta)$ for every $i \in\{1, \ldots, n\}$.


Figure 5.2: Stretching the chain $\mathcal{C}$.

Remark 5.8. Let $\mathcal{C}$ be a tubular chain. There exists a homeomorphism $\widetilde{H}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ such that $\widetilde{H}(\mathcal{C})$ is a horizontal chain and $\widetilde{H}^{-1}\left(\mathcal{C}^{\prime}\right)$ is tubular for every tubular $\mathcal{C}^{\prime} \prec \widetilde{H}(\mathcal{C})$. Moreover, denote $\mathcal{C}=\left\{\ell_{1}, \ldots, \ell_{n}\right\}, \mathcal{N}_{\mathcal{C}}=p^{C}\left(G_{f}\right)$ and $\mathcal{N}_{\widetilde{H}(\mathcal{C})}=I \times\{0\}$. Note that $\mathcal{C} \backslash\left(\ell_{1} \cup \ell_{n} \cup \mathcal{N}_{\mathcal{C}}\right)$ has two components and it makes sense to call them upper and lower. Denote by $S$ the upper component of $\mathcal{C} \backslash\left(\ell_{1} \cup \ell_{n} \cup \mathcal{N}_{\mathcal{C}}\right)$.

There exists a homeomorphism $H: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ which has all the properties of a homeomorphism $\widetilde{H}$ above and in addition satisfies:

- $H\left(E\left(p^{C}\left(G_{f}\right)\right)\right)=(0,0)($ recall Definition 5.4) and
- $H(S)$ is the upper component of $H\left(\mathcal{C}^{*}\right) \backslash\left(H\left(\ell_{1}\right) \cup H\left(\ell_{n}\right) \cup H(A)\right)$.

Applying H will be called stretching $\mathcal{C}$. See Figure 5.2.

Remark 5.9. Let $X,\left(C_{n}\right)_{n \in \mathbb{N}_{0}},\left(\mathcal{C}_{n}\right)_{n \in \mathbb{N}_{0}}$ be as constructed in Remark 2.21. Let $\mathcal{D}_{i}$ be a horizontal chain with the same number of links as $\mathcal{C}_{i}$ and such that $p^{C_{i}}\left(G_{f_{i+1}}\right) \subset \mathcal{D}_{i}^{*}$ for some $C_{i}$-admissible permutation $p$. Fix $\varepsilon^{\prime}>0$. There exists $0<\varepsilon<\varepsilon^{\prime}$ and an $\varepsilon$-tubular chain $\mathcal{D}_{i+1} \prec \mathcal{D}_{i}$ with the nerve $p^{C_{i}}\left(G_{f_{i+1}}\right)$ and such that $\operatorname{Pat}\left(\mathcal{D}_{i+1}, \mathcal{D}_{i}\right)=\operatorname{Pat}\left(\mathcal{C}_{i+1}, \mathcal{C}_{i}\right)$. However, the length of vertical segments of $p^{C_{i}}\left(G_{f_{i+1}}\right)$ might force $\operatorname{mesh}\left(\mathcal{D}_{i+1}\right) \geq \varepsilon$. This problem can be
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easily resolved by adding more links to $\mathcal{C}_{i+1}$, i.e., refining the chain $C_{i+1}$ of $I$. To be more precise, if the longest vertical segment of $p^{C_{i}}\left(G_{f_{i+1}}\right)$ has length $N$, then we want at least $\lfloor N \varepsilon+1\rfloor$ links of $\mathcal{C}_{i+1}$ in the corresponding links of $\mathcal{C}_{i}$ containing vertical segments. Then we arrange $>N \varepsilon$ rectangles of diameter $<\varepsilon$ along vertical segments in $\mathcal{D}_{i+1} \prec \mathcal{D}_{i}$. From now on we assume that natural chains are fine enough to achieve $\operatorname{mesh}\left(\mathcal{D}_{i+1}\right)<\varepsilon$. See Figure 5.3 .


Figure 5.3: Constructing an $\varepsilon$-tubular chain with the nerve $p^{C}\left(G_{f}\right)$.

Remark 5.10. Vertical segments $V_{i}$ in the flattened graph of $f_{n}$ are obtained by "stretching" the graph at the critical values. Every critical point of $f_{n}$ is contained in at most two links of $C_{n}$. However, this does not imply that the corresponding vertical segment needs to be contained in at most two links of $\mathcal{D}_{n}$. We only need to carefully arrange links of $\mathcal{D}_{n}$ inside $\mathcal{D}_{n-1}$ such that $\operatorname{Pat}\left(\mathcal{D}_{n}, \mathcal{D}_{n-1}\right)=\operatorname{Pat}\left(\mathcal{C}_{n}, \mathcal{C}_{n-1}\right)$, see Figure 5.4.


Figure 5.4: Arrangement of links of $D_{n}$ along the flattened graph of $f_{n}$ is arbitrary, as long as we respect the $\operatorname{Pat}\left(\mathcal{D}_{n}, \mathcal{D}_{n-1}\right)=\operatorname{Pat}\left(\mathcal{C}_{n}, \mathcal{C}_{n-1}\right)$.

Definition 5.11. Let $H: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the stretching of some tubular chain $\mathcal{C}$. If $\mathcal{C}^{\prime}$ is a nice chain in $\mathbb{R}^{2}$ refining $\mathcal{C}$ and there is an interval map $g: I \rightarrow I$ such that $p^{C}\left(G_{g}\right)$ is the nerve of $H\left(\mathcal{C}^{\prime}\right)$, then we say that $\mathcal{C}^{\prime}$ follows $p^{C}\left(G_{g}\right)$ in $\mathcal{C}$.

### 5.3 Composing chain refinements

Let $f, g: I \rightarrow I$ be piecewise linear surjections. Denote by $0=t_{0}<t_{1}<$ $\ldots<t_{m}<t_{m+1}=1$ the critical points of $f$ and by $0=s_{0}<s_{1}<\ldots<$ $s_{n}<s_{n+1}=1$ the critical points of $g$. Let $C_{1}$ and $C_{2}$ be nice chains of $I$, $p_{1}:\{0,1, \ldots, m\} \rightarrow\{0,1, \ldots, m\}$ an admissible $C_{1}$-permutation of $G_{f}$ and $p_{2}:\{0,1, \ldots, n\} \rightarrow\{0,1, \ldots, n\}$ an admissible $C_{2}$-permutation of $G_{g}$.

Assume $\mathcal{C}^{\prime \prime} \prec \mathcal{C}^{\prime} \prec \mathcal{C}$ are nice chains in $\mathbb{R}^{2}$ such that $\mathcal{C}$ is horizontal and $p_{1}^{C_{1}}\left(G_{f}\right) \subset \mathcal{C}^{*}$ (recall that $\mathcal{C}^{*}$ denotes the union of links of $\mathcal{C}$ ), $\mathcal{C}^{\prime}$ is a tubular chain with $\mathcal{N}_{\mathcal{C}^{\prime}}=p_{1}^{C_{1}}\left(G_{f}\right)$, and $\mathcal{C}^{\prime \prime}$ follows $p_{2}^{C_{2}}\left(G_{g}\right)$ in $\mathcal{C}^{\prime}$. Then $\mathcal{C}^{\prime \prime}$ follows $f \circ g$ in $\mathcal{C}$ with respect to a $C_{1}$-admissible permutation of $G_{f \circ g}$ which we will denote by $p_{1} * p_{2}$. See Figure 5.5 and Figure 5.6 .

Define

$$
A_{i j}=\left\{x \in I: x \in\left[s_{i}, s_{i+1}\right], g(x) \in\left[t_{j}, t_{j+1}\right]\right\}
$$

for $i \in\{0,1, \ldots, n\}, j \in\{0,1, \ldots, m\}$, i.e., $A_{i j}$ are maximal intervals on which $f \circ g$ is injective and possibly $A_{i j}=\emptyset$. Denote by $H_{i j}$ the horizontal branches of $G_{f \circ g}$ corresponding to the intervals $A_{i j}$.

We want to see which $H_{i j}$ corresponds to the top of $\left(p_{1} * p_{2}\right)^{C_{1}}\left(G_{f \circ g}\right)$. Denote by $p_{1}\left(H_{T_{1}}\right)$ the top of $p_{1}^{C_{1}}\left(G_{f}\right)$, i.e., $p_{1}\left(T_{1}\right)=m$. Denote by $p_{2}\left(H_{T_{2}}\right)$ the top of $p_{2}^{C_{2}}\left(G_{g}\right)$, i.e., $p_{2}\left(T_{2}\right)=n$. By the choice of orientation of $H$, the top of $\left(p_{2} * p_{1}\right)^{C_{1}}\left(G_{f \circ g}\right)$ is $H_{T_{2} T_{1}}$. See Figures 5.5 and 5.6 .


Figure 5.5: Composing refinements. In $(a)$ the horizontal chain $\mathcal{C}$ and the nerve of $\mathcal{C}^{\prime}$ are drawn. The nerve $N_{\mathcal{C}^{\prime}}$ equals $G_{f}^{C_{1}}$, a flattened version of the graph $\Gamma_{f}$. In (b) we draw $\mathcal{C}^{\prime}$ as a horizontal chain by applying $H$. Also, the nerve $N_{H\left(\mathcal{C}^{\prime \prime}\right)}$ is given as $G_{g}^{C_{2}}$ a flattened version of the graph $\Gamma_{g}$. In $(c)$ we draw $N_{\mathcal{C}^{\prime \prime}}$ in $\mathcal{C}$. In bold we trace the arc which is the top of $(i d * i d)^{C_{1}}\left(G_{f \circ g}\right)=N_{\mathcal{C}^{\prime \prime}}$.

### 5.4 Construction of the embeddings

Let $X=\underset{\leftarrow}{\lim }\left\{I, f_{i}\right\}$ where for every $i \in \mathbb{N}$ the map $f_{i}$ is a continuous surjection which is piecewise linear with finitely many critical points $0=t_{0}^{i}<t_{1}^{i}<$ $\ldots<t_{m(i)}^{i}<t_{m(i)+1}^{i}=1$. Denote by $I_{k}^{i}=\left[t_{k}^{i}, t_{k+1}^{i}\right]$ for every $i \in \mathbb{N}$ and every $k \in\{0, \ldots, m(i)\}$. We construct chains $\left(C_{n}\right)_{n \in \mathbb{N}_{0}}$ and $\left(\mathcal{C}_{n}\right)_{n \in \mathbb{N}_{0}}$ as before, such that $f_{i+1}\left(I_{k}^{i+1}\right)$ is not contained in the same link of $C_{i}$ for all $k \in\{0, \ldots, m(i+1)\}$ and all $i \in \mathbb{N}_{0}$. The flattened graph of $f_{i}$ will be denoted by $G_{f_{i}}=H_{0}^{i} \cup V_{1}^{i} \cup \ldots \cup V_{m(i)}^{i} \cup H_{m(i)}^{i}$ for all $i \in \mathbb{N}_{0}$.


Figure 5.6: Composing permuted refinements. Here $p_{1}=\left(\begin{array}{ll}0 & 2\end{array}\right)$ and $p_{2}=\left(\begin{array}{ll}0 & 1\end{array}\right)$ are admissible. The top of $p_{1}\left(N_{\mathcal{C}^{\prime}}\right)$ is $p_{1}\left(H_{3}\right)$, so $T_{1}=3$. The top of $p_{2}\left(N_{H\left(\mathcal{C}^{\prime \prime}\right)}\right)$ is $p_{2}\left(H_{0}\right)$, so $T_{2}=0$. Thus, the top of $\left(p_{1} * p_{2}\right)^{C_{1}}\left(G_{f \circ g}\right)$ is $H_{T_{2} T_{1}}=H_{03}$ (in bold).

Theorem 5.12. Assume $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right) \in X$ is such that $x_{i} \in I_{k(i)}^{i}$ for all $i \in \mathbb{N}_{0}$ and assume that for every $i \in \mathbb{N}$ there exists an admissible permutation (with respect to $C_{i-1}$ ) $p_{i}:\{0, \ldots, m(i)\} \rightarrow\{0, \ldots, m(i)\}$ of $G_{f_{i}}$ such that $p_{i}(k(i))=m(i)$. Then there exists a planar embedding of $X$ such that $x$ is accessible.

Proof. Fix a strictly decreasing sequence $\left(\varepsilon_{i}\right)_{i \in \mathbb{N}}$ such that $\varepsilon_{i} \rightarrow 0$ as $i \rightarrow \infty$. Let $\mathcal{D}_{0}$ be a nice horizontal chain in $\mathbb{R}^{2}$ with the same number of links as $\mathcal{C}_{0}$. By Remark 5.9 we can find an $\varepsilon_{1}$-tubular chain $\mathcal{D}_{1} \prec \mathcal{D}_{0}$ with the nerve $p_{1}^{C_{0}}\left(G_{f_{1}}\right)$, such that $\operatorname{Pat}\left(\mathcal{D}_{1}, \mathcal{D}_{0}\right)=\operatorname{Pat}\left(\mathcal{C}_{1}, \mathcal{C}_{0}\right)$ and $\operatorname{mesh}\left(\mathcal{D}_{1}\right)<\varepsilon_{1}$. Note that $p_{1}(k(1))=m(1)$.

Let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be the stretching of $\mathcal{D}_{1}$ (see Remark 5.8). Define $F\left(\mathcal{D}_{2}\right) \prec$ $F\left(\mathcal{D}_{1}\right)$ such that $\operatorname{mesh}\left(\mathcal{D}_{2}\right)<\varepsilon_{2}$ (this can be done since $F$ is uniformly continuous), $\operatorname{Pat}\left(F\left(\mathcal{D}_{2}\right), F\left(\mathcal{D}_{1}\right)\right)=\operatorname{Pat}\left(\mathcal{C}_{2}, \mathcal{C}_{1}\right)$ and the nerve of $F\left(\mathcal{D}_{2}\right)$ is $p_{2}^{C_{1}}\left(G_{f_{2}}\right)$. Thus $H_{k(2)}^{2}$ is the top of $N_{F\left(\mathcal{D}_{2}\right)}$. By the arguments in the previous section, the top of $N_{\mathcal{D}_{2}}$ is $H_{k(2) k(1)}$.

As in the previous section, denote the maximal intervals of monotonicity of
$f_{1} \circ \ldots \circ f_{i}$ by

$$
A_{n(i) \ldots n(1)}:=\left\{x \in I: x \in I_{n(i)}^{i}, f_{i}(x) \in I_{n(i-1)}^{i-1}, \ldots, f_{1} \circ \ldots \circ f_{i-1}(x) \in I_{n(1)}^{1}\right\}
$$

and denote the corresponding horizontal intervals of $G_{f_{1} \circ \ldots \circ f_{i}}$ by $H_{n(i) \ldots n(1)}$.
Assume we have constructed $\mathcal{D}_{i} \prec \mathcal{D}_{i-1} \prec \ldots \prec \mathcal{D}_{1} \prec \mathcal{D}_{0}$. Take the stretching $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ of $\mathcal{D}_{i}$ and define $F\left(\mathcal{D}_{i+1}\right) \prec F\left(\mathcal{D}_{i}\right)$ such that $\operatorname{mesh}\left(\mathcal{D}_{i+1}\right)<\varepsilon_{i+1}$, $\operatorname{Pat}\left(F\left(\mathcal{D}_{i+1}\right), F\left(\mathcal{D}_{i}\right)\right)=\operatorname{Pat}\left(\mathcal{C}_{i+1}, \mathcal{C}_{i}\right)$ and such that the nerve of $F\left(\mathcal{D}_{i+1}\right)$ is $p_{i+1}^{C_{i}}\left(G_{f_{i+1}}\right)$. Note that the top of $\mathcal{N}_{\mathcal{D}_{i+1}}$ is $H_{k(i+1) \ldots k(1)}$.

Since $\operatorname{Pat}\left(F\left(\mathcal{D}_{i+1}\right), F\left(\mathcal{D}_{i}\right)\right)=\operatorname{Pat}\left(\mathcal{D}_{i+1}, \mathcal{D}_{i}\right)$ for every $i \in \mathbb{N}_{0}$ and by the choice of $\left(\varepsilon_{i}\right)$, Lemma 2.11 yields that $\cap_{n \in \mathbb{N}_{0}} \mathcal{D}_{n}^{*}$ is homeomorphic to $X$. Denote by $\varphi(X):=\cap_{n \in \mathbb{N}_{0}} \mathcal{D}_{n}^{*}$.

To see that $x$ is accessible, note that $\lim _{i \rightarrow \infty} H_{k(i) \ldots k(1)}$ is a well defined horizontal arc in $\varphi(X)$ (possibly degenerate). Denote that arc by $H=[a, b] \times\{h\}$ for some $h \in \mathbb{R}$. Note that for every $y=\left(y_{1}, y_{2}\right) \in \varphi(X)$ it holds that $y_{2} \leq h$. Thus every point in $p=\left(p_{1}, h\right) \in H$ is accessible by the vertical planar arc $\left\{p_{1}\right\} \times[h, h+1]$. Since $x \in H$, the construction is complete.

### 5.5 Zig-zags

Definition 5.13. Let $f: I \rightarrow I$ be a continuous piecewise linear surjection with finitely many critical points $0=t_{0}<t_{1}<\ldots<t_{m}<t_{m+1}=1$. Denote by $I_{k}=\left[t_{k}, t_{k+1}\right]$ for every $k \in\{0, \ldots, m\}$. We say that $I_{k}$ is in a zigzag of $f$ if there exist critical points $a$ and $e$ of $f$ such that $a<t_{k}<t_{k+1}<e \in I$ and either

1. $f\left(t_{k}\right)>f\left(t_{k+1}\right), a$ is the (strict) minimum and $e$ is the (strict) maximum of $\left.f\right|_{[a, e]}$, or
2. $f\left(t_{k}\right)<f\left(t_{k+1}\right)$, a is the (strict) maximum and $e$ is the (strict) minimum of $\left.f\right|_{[a, e]}$.

We also say that $x \in I_{k}$ is contained in a zigzag of $f$ and that $f$ contains a zigzag. See Figure 5.7.


Figure 5.7: Zigzag.

Lemma 5.14. Let $f: I \rightarrow I$ be a continuous piecewise linear surjection with finitely many critical points $0=t_{0}<t_{1}<\ldots<t_{m}<t_{m+1}=1$. If $I_{k}=\left[t_{k}, t_{k+1}\right]$ is not in a zigzag of $f$ for some $k \in\{0, \ldots, m\}$, then there exists an admissible permutation $p$ of $G_{f}$ (with respect to any nice chain $C$ ) such that $p(k)=m$.

Proof. Assume $I_{k}$ is not in a zigzag of $f$. Assume without loss of generality that $f\left(t_{k}\right)>f\left(t_{k+1}\right)$. If $f(a) \geq f\left(t_{k+1}\right)$ for all $a \in\left[0, t_{k}\right]$ (or if $f(e) \leq f\left(t_{k}\right)$ for all $e \in\left[t_{k+1}, 1\right]$ ) we are done, simply reflect all $H_{i}, i<k$ over $H_{k}$ (or reflect all $H_{i}, i>k$ over $H_{k}$ in the second case). See Figure 5.8.

Therefore, assume that there exists $a \in\left[0, t_{k}\right]$ such that $f(a)<f\left(t_{k+1}\right)$ and there exists $e \in\left[t_{k+1}, 1\right]$ such that $f(e)>f\left(t_{k}\right)$. Denote the largest such $a$ by $a_{1}$ and the smallest such $e$ by $e_{1}$. Since $I_{k}$ is not in a zigzag, there exists $e^{\prime} \in\left[t_{k+1}, e_{1}\right]$ such that $f\left(e^{\prime}\right) \leq f\left(a_{1}\right)$ or there exists $a^{\prime} \in\left[a_{1}, t_{k}\right]$ such that $f\left(a^{\prime}\right) \geq f\left(e_{1}\right)$. Assume the first case and take $e^{\prime}$ such that it is a minimum of $\left.f\right|_{\left[t_{k+1}, e_{1}\right]}$ (in the second case we take $a^{\prime}$ such that it is a maximum of $\left.\left.f\right|_{\left[a_{1}, t_{k}\right]}\right)$. Reflect $\left.f\right|_{\left[a_{1}, t_{k}\right]}$ over $\left.f\right|_{\left[t_{k}, e^{\prime}\right]}$ (in the second case we reflect $\left.f\right|_{\left[t_{k+1}, e_{1}\right]}$


If $f(a) \geq f\left(e^{\prime}\right)$ for all $a \in\left[0, a_{1}\right]$ (or if $f(e) \leq f\left(a^{\prime}\right)$ for all $e \in\left[e_{1}, 1\right]$ in the second case), we are done. So assume there is $a_{2} \in\left[0, a_{1}\right]$ such that
$f\left(a_{2}\right)<f\left(e^{\prime}\right)$ and take the largest such $a_{2}$. Then there exists $a^{\prime \prime} \in\left[a_{2}, a_{1}\right]$ such that $f\left(a^{\prime \prime}\right) \geq f\left(e_{1}\right)$, take $a^{\prime \prime}$ to be a maximum of $\left.f\right|_{\left[a_{2}, a_{1}\right]}$. If $f(e) \leq f\left(a^{\prime \prime}\right)$ for all $e \in\left[e_{1}, 1\right]$, we reflect $\left.f\right|_{\left[a_{2}, a^{\prime \prime}\right]}$ over $\left.f\right|_{\left[e_{1}, 1\right]}$ and are done. If there is (minimal) $e_{2}>e_{1}$ such that $f\left(e_{2}\right)>f\left(a^{\prime \prime}\right)$, then there exists $e^{\prime \prime} \in\left[e_{1}, e_{2}\right]$ such that $f\left(e^{\prime \prime}\right) \leq f\left(a_{2}\right)$ and $e^{\prime \prime}$ is a minimum of $\left.f\right|_{\left[e_{1}, e_{2}\right]}$. In that case we reflect $\left.f\right|_{\left[a^{\prime \prime}, t_{k}\right]}$ over $\left.f\right|_{\left[t_{k}, e^{\prime}\right]}$ and $\left.f\right|_{\left[a_{2}, a^{\prime \prime}\right]}$ over $\left.f\right|_{\left[t_{k}, e^{\prime \prime}\right]}$, see Figure 5.10. Thus we have constructed a permutation such that $H_{k}$ becomes the top of $G_{\left.f\right|_{\left[a_{2}, e_{2}\right]}}$. Proceed inductively.


Figure 5.8: Reflections in the proof of Lemma 5.14


Figure 5.9: Reflections in the proof of Lemma 5.14


Figure 5.10: Reflections in the proof of Lemma 5.14 .

Recall the main theorem of this chapter, Theorem 1.7
Let $X=\underset{\rightleftarrows}{\lim }\left\{I, f_{i}\right\}$, where $f_{i}: I \rightarrow I$ are continuous piecewise linear surjections with finitely many critical points. If $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right)$ $\in X$ is such that $x_{i}$ is not in a zigzag of $f_{i}$ for all $i \in \mathbb{N}$, then there exists an embedding of $X$ in the plane such that $x$ is accessible.

Proof of Theorem 1.7. The proof follows easily by Lemma 5.14 and Theorem 5.12 .

Corollary 5.15. Let $X=\underset{\rightleftarrows}{\lim }\left\{I, f_{i}\right\}$ where $f_{i}: I \rightarrow I$ are continuous piecewise linear surjections with finitely many critical points and which do not have zigzags for all $i \in \mathbb{N}$. Then for every $x \in X$ there exists an embedding of $X$ in the plane such that $x$ is accessible.

Remark 5.16. Note that if $T$ is unimodal interval map and $x \in \lim \left([0,1], T_{s}\right)$, then ${\underset{L i m}{m}}_{\rightleftarrows}\left([0,1], T_{s}\right)$ can be embedded in the plane such that $x$ is accessible by the previous corollary. That is Theorem 1 of [5]. This easily generalizes to an inverse limit of open interval maps (e.g. generalized Knaster continua). The following lemma shows that, given arbitrary chains $\left(C_{i}\right)$, the zigzag condition from Lemma 5.14 cannot be improved.

Lemma 5.17. Let $f: I \rightarrow I$ be a continuous piecewise linear surjection with finitely many critical points $0=t_{0}<t_{1}<\ldots<t_{m}<t_{m+1}=1$. If $I_{k}=\left[t_{k}, t_{k+1}\right]$ is in a zigzag for some $k \in\{0, \ldots, m\}$, then there exists a nice chain $C$ of $I$ such that $p(k) \neq m$ for every admissible permutation $p$ of $G_{f}$ with respect to $C$.

Proof. Take a nice chain $C$ of $I$ such that mesh $C<\min \left\{\left|f\left(t_{i}\right)-f\left(t_{j}\right)\right|:\right.$ $\left.i, j \in\{0, \ldots, m+1\}, f\left(t_{i}\right) \neq f\left(t_{j}\right)\right\}$. Assume without loss of generality that $f\left(t_{k}\right)>f\left(t_{k+1}\right)$ and let $t_{i}<t_{k}<t_{k+1}<t_{j}$ be such that $t_{j}$ is a maximum and $t_{i}$ is a minimum of $\left.f\right|_{\left[t_{i}, t_{j}\right]}$. Assume $t_{i}$ is the largest and $t_{j}$ is the smallest with such properties. Let $p$ be some permutation. If $p(i)<p(j)<p(k)$, then by the choice of $C, p\left(H_{j}\right)$ intersects $p\left(V_{i^{\prime}}\right)$ for some $i^{\prime} \in\{i, \ldots, k\}$. We proceed similarly if $p(j)<p(i)<p(k)$.

Remark 5.18. For the contrast to the previous theorem, we note that for every point of the pseudo-arc there are infinitely many projections contained in zigzags of bonding maps. However, since the pseudo-arc is homogeneous, every point can be embedded accessible.

Remark 5.19. Let $X=\lim _{\ddagger}\left\{I, f_{i}\right\}$ and $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right) \in X$. If there exist piecewise linear continuous surjections $g_{i}: I \rightarrow I$ and a homeomorphism $h: X \rightarrow \underset{\leftarrow}{\lim }\left\{I, g_{i}\right\}$ such that for every $i, \pi_{i}(h(x))$ is not in zigzag of $g_{i}$, then $X$ can be embedded in the plane such that $x$ is accessible. We specifically have the following two corollaries. See also Examples 5.22 5.24.

Corollary 5.20. Let $X=\lim _{\rightleftarrows}\left\{I, f_{i}\right\}$ where $f_{i}: I \rightarrow I$ are continuous piecewise linear surjections with finitely many critical points. If $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right) \in$ $X$ is such that $x_{i}$ is not in a zigzag of $f_{i}$ for all but finitely many $i \in \mathbb{N}$, then there exists an embedding of $X$ in the plane such that $x$ is accessible.

Proof. Since $\varliminf_{\varliminf}\left\{I, f_{i}\right\}$ and $\varliminf_{\grave{m}}\left\{I, f_{i+n}\right\}$ are homeomorphic for every $n \in \mathbb{N}$, the proof follows using Theorem 1.7

Corollary 5.21. Let $f$ be a continuous piecewise linear surjection with finitely many critical points and $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right) \in X=\varliminf_{\leftarrow}\{I, f\}$. If there exists $k \in \mathbb{N}$ such that $x_{i}$ is not in a zigzag of $f^{k}$ for all (but finitely many) $i$, then there exists a planar embedding of $X$ such that $x$ is accessible.

Proof. Note that $\varliminf_{\varliminf}\left\{I, f^{k}\right\}$ and $X$ are homeomorphic.
Example 5.22. Let $f$ be a piecewise linear map such that $f(0)=0, f(1)=1$ and with critical points $\frac{1}{4}, \frac{3}{4}$, where $f\left(\frac{1}{4}\right)=\frac{3}{4}$ and $f\left(\frac{3}{4}\right)=\frac{1}{4}$, see Figure 5.11.


Figure 5.11: Graph of $f$ from Example 5.22 .

Note that $X=\underset{\varliminf}{\varliminf}\{I, f\}$ are two rays compactifying on an arc and therefore, for every $x \in X$, there exists a planar embedding making $x$ accessible. However, the point $\frac{1}{2}$ is in a zigzag of $f$. In Figure 5.12 we draw the graph of $f^{2}$. Note that $\frac{1}{2}$ is not contained in a zigzag of $f^{2}$ and that gives an embedding of $X$ such that $\left(\ldots, \frac{1}{2}, \frac{1}{2}\right)$ is accessible.


Figure 5.12: Graph of $f^{2}$ from Example 5.22 .

Let $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right) \in X$ be such that $x_{i} \in[1 / 4,3 / 4]$ for all but finitely many $i \in \mathbb{N}_{0}$. Then the embedding in Figure 5.12 will make $x$ accessible. For other points $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right) \in X$ there exists $N \in \mathbb{N}$ such that $x_{i} \in[0,1 / 4]$ for all $i>N$ or $x_{i} \in[3 / 4,1]$ for all $i>N$ so the standard embedding makes them accessible. In fact, the embedding from Figure 5.12 will make every $x \in X$ accessible.

Example 5.23. Assume that $f$ is a piecewise linear map with $f(0)=0$, $f(1)=1$ and critical points $f\left(\frac{3}{8}\right)=\frac{3}{4}$ and $f\left(\frac{5}{8}\right)=\frac{1}{4}$ (see Figure 5.13).


Figure 5.13: Graph of $f$ and $f^{2}$ in Example 5.23 .

Note that $X=\lim \{I, f\}$ consists of two Knaster continua joined at their endpoints together with two rays both converging to these two Knaster continua. Note that $\left(\ldots, \frac{1}{2}, \frac{1}{2}\right)$ can be embedded accessible with the use of $f^{2}$, see Figure 5.13. However, as opposed to the previous example, this continuum cannot be embedded such that every point is accessible. In [73] it is proven that such an embedding of a chainable continuum exists if and only if it is Suslinean, i.e., contains at most countably many mutually disjoint non-degenerate subcontinua.

Example 5.24 (Nadler). Let $f: I \rightarrow I$ be as in Figure 5.14. This is Nadler's candidate for a counterexample from [78]. However, we show that every point can be embedded accessible.

Let $n \in \mathbb{N}$. If $J \subset I$ is a maximal interval such that $\left.f^{n}\right|_{J}$ is increasing, then $J$ is not contained in a zigzag of $f^{n}$, see e.g. Figure 5.14

We will code the orbit of points in the invariant interval $[1 / 5,4 / 5]$ in the following way. For $y \in[1 / 5,4 / 5]$ let $i(y)=\left(y_{n}\right)_{n \in \mathbb{N}_{0}} \subset\{0,1,2\}^{\infty}$, where

$$
y_{n}= \begin{cases}0, & f^{n}(y) \in[1 / 5,2 / 5] \\ 1, & f^{n}(y) \in[2 / 5,3 / 5] \\ 2, & f^{n}(y) \in[3 / 5,4 / 5]\end{cases}
$$



Figure 5.14: Map $f$ and its second iterate. Bold lines are increasing branches of the restriction to $[1 / 5,4 / 5]$. Note that they are not contained in a zigzag of $f$ and $f^{2}$ respectively.

The definition is somewhat ambiguous, the problem occurring at points $2 / 5$ and $3 / 5$. Note, however, that $f^{n}(2 / 5)=4 / 5$ and $f^{n}(3 / 5)=1 / 5$ for all $n \in \mathbb{N}$. So every point in $[1 / 5,4 / 5]$ will have a unique itinerary, except the preimages of $2 / 5$ (to which we can assign two itineraries $a_{1} \ldots a_{n} \frac{0}{1} 2222 \ldots$ ) and preimages of $3 / 5$, (to which we can assign two itineraries $a_{1} \ldots a_{n} \frac{1}{2} 0000 \ldots$ ), where $\frac{0}{1}$ means " 0 or 1 " and $a_{1}, \ldots, a_{n} \in\{0,1,2\}$.

Note that if $i(y)=1 y_{2} \ldots y_{n} 1$, where $y_{i} \in\{0,2\}$ for every $i \in\{2, \ldots, n\}$, then $y$ is contained in an increasing branch of $f^{n+1}$. This hold also if $n=1$, i.e., $y_{2} \ldots y_{n}=\emptyset$. Also, if $i(y)=0 \ldots$ or $i(y)=2 \ldots$, then $y$ is contained in an increasing branch of $f$. See Figure 5.15.


Figure 5.15: Map $f$ and its iterate with symbolic coding of points. Note that points with itinerary $0 \ldots$ or $2 \ldots$ are contained in an increasing branch of $f$ and points with itineraries $11 \ldots$ are contained in an increasing branch of $f^{2}$.

We extend symbolic coding to $X$. Let $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right) \in X$ and denote
by $I(x)=\left(y_{i}\right)_{i \in \mathbb{Z}}$, where $\left(y_{i}\right)_{i \in \mathbb{N}_{0}}=i\left(x_{0}\right)$ and

$$
y_{i}= \begin{cases}0, & x_{-i} \in[1 / 5,2 / 5], \\ 1, & x_{-i} \in[2 / 5,3 / 5], \\ 2, & x_{-i} \in[3 / 5,4 / 5],\end{cases}
$$

for every $i \leq 0$. Again, the assignment is injective except at preimages of critical points $2 / 5$ or $3 / 5$.

Now fix $x=\left(\ldots, x_{2}, x_{1}, x_{0}\right) \in X$ with its backward itinerary $\overleftarrow{x}=\ldots y_{-2} y_{-1} y_{0}$ (assume the itinerary is unique, otherwise choose one of the two possible backward itineraries). Assume first that $y_{k} \in\{0,2\}$ for every $k \leq 0$. Then for every $k \in \mathbb{N}_{0}$ it holds that $i\left(x_{k}\right)=0 \ldots$ or $i\left(x_{k}\right)=2 \ldots$ so $x_{k}$ is in an increasing branch of $f$ and thus not contained in a zigzag of $f$. By Theorem 1.7 it follows that there is an embedding making $x$ accessible. Similarly, if there exists $n \in \mathbb{N}$ such that $y_{k} \neq 1$ for $k<-n$, then use $X \simeq \lim \left\{I, f_{j}\right\}$ where $f_{1}=f^{n}, f_{j}=f$ for $j \geq 2$.

Assume that $\overleftarrow{x}=\ldots 1\left(\frac{0}{2}\right)^{n_{3}} 1\left(\frac{0}{2}\right)^{n_{2}} 1\left(\frac{0}{2}\right)^{n_{1}}$ where $\frac{0}{2}$ means " 0 or 2 " and $n_{i} \geq 0$ for $i \in \mathbb{N}$. We will assume that $n_{1}>0$; the general case follows similarly. Note that $i\left(x_{n_{1}-1}\right)=\left(\frac{0}{2}\right)^{n_{1}} \ldots$ and so it is contained in an increasing branch of $f^{n_{1}-1}$. Note further that $i\left(x_{n_{1}+1+n_{2}}\right)=1\left(\frac{0}{2}\right)^{n_{2}} 1\left(\frac{0}{2}\right)^{n_{1}} \ldots$ and so it is contained in an increasing branch of $f^{n_{2}+2}$. Also $f^{n_{2}+2}\left(x_{n_{1}+1+n_{2}}\right)=x_{n_{1}-1}$. Further we note that $i\left(x_{n_{1}+1+n_{2}+1+n_{3}-1}\right)=\left(\frac{0}{2}\right)^{n_{3}} 1\left(\frac{0}{2}\right)^{n_{2}} 1\left(\frac{0}{2}\right)^{n_{1}}$ and so it is contained in an increasing branch of $f^{n_{3}}$. Furthermore, $f^{n_{3}}\left(x_{n_{1}+1+n_{2}+1+n_{3}-1}\right)=x_{n_{1}+1+n_{2}}$.

Continuing further, we see that for every even $k \geq 4$ it holds that

$$
i\left(x_{n_{1}+1+n_{2}+1+\ldots+1+n_{k}}\right)=1\left(\frac{0}{2}\right)^{n_{k}} 1 \ldots 1\left(\frac{0}{2}\right)^{n_{1}} \ldots
$$

and so it is contained in an increasing branch of $f^{n_{k}+2}$. Also note that $f^{n_{k}+2}\left(x_{n_{1}+1+n_{2}+1+\ldots+1+n_{k}}\right)=x_{n_{1}+1+n_{2}+1+\ldots+1+n_{k-1}-1}$. Similarly,

$$
i\left(x_{n_{1}+1+n_{2}+1+\ldots+1+n_{k}+1+n_{k+1}-1}\right)=\left(\frac{0}{2}\right)^{n_{k+1}} 1 \ldots 1\left(\frac{0}{2}\right)^{n_{1}} \ldots
$$
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so $x_{n_{1}+1+n_{2}+1+\ldots+1+n_{k}+1+n_{k+1}-1}$ is in an increasing branch of $f^{n_{k+1}}$. Note also that $f^{n_{k+1}}\left(x_{n_{1}+1+n_{2}+1+\ldots+1+n_{k}+1+n_{k+1}-1}\right)=x_{n_{1}+1+n_{2}+1+\ldots+1+n_{k}}$.
So we have the following
$\ldots \xrightarrow{f^{n_{5}}} x_{n_{1}+1+\ldots+1+n_{4}} \xrightarrow{f^{n_{4}+2}} x_{n_{1}+1+n_{2}+1+n_{3}-1} \xrightarrow{f^{n_{3}}} x_{n_{1}+1+n_{2}} \xrightarrow{f^{n n_{2}+2}} x_{n_{1}-1} \xrightarrow{f^{n_{1}-1}} x_{0}$,
where the chosen points in the sequence are not contained in zigzags of the corresponding bonding maps. Let

$$
f_{i}= \begin{cases}f^{n_{1}-1}, & i=1 \\ f^{n_{i}+2}, & i \text { even } \\ f^{n_{i}}, & i>1 \text { odd }\end{cases}
$$

Then $\lim _{\leftarrow}\left\{I, f_{i}\right\} \simeq X$ and by Theorem 1.7 it can be embedded in the plane such that $x$ is accessible.

### 5.6 Thin embeddings

We proved that if a chainable continuum $X$ has an inverse limit representation such that $x \in X$ is not contained in zigzags of bonding maps, then there is a planar embedding of $X$ making $x$ accessible. Note that the converse is not true. The obvious example is the pseudo-arc which is homogeneous thus its every point can be embedded accessible. However, the crookedness of the pseudo-arc implies the occurrence of zigzags in every representation. It is well-known that the pseudo-arc can be obtained as the inverse limit of the Henderson map from [50], but note that the zigzags in the Henderson map get smaller and in the limit no point is contained in an arc. That will not happen for e.g. Minc's continuum $X_{M}$, see Figure 5.16. There, every point is contained in an arc of length at least $\frac{1}{3}$.

Question 5.25. Is there an embedding of $X_{M}$ which makes $p$ accessible? Is there $a$ thin embedding (see Definition 5.27) of $X_{M}$ which makes paccessible?

In the next definition we introduce the notion of thin embedding, used under


Figure 5.16: Minc's map and its second iteration.
this name in e.g. [43]. In [4] the notion of thin embedding was referred to as $C$-embedding.

Definition 5.26. Let $Y \subset \mathbb{R}^{2}$ be a continuum. We say that $Y$ is thin chainable if there exists a sequence $\left(\mathcal{C}_{n}\right)_{n \in \mathbb{N}}$ of chains in $\mathbb{R}^{2}$ such that $Y=$ $\cap_{n \in \mathbb{N}} \mathcal{C}_{n}$, where $\mathcal{C}_{n+1} \prec \mathcal{C}_{n}$ for every $n \in \mathbb{N}$, mesh $\left(\mathcal{C}_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ and the links of $\mathcal{C}_{n}$ are connected sets in $\mathbb{R}^{2}$ (note that links are open in the topology of $\mathbb{R}^{2}$ ).

Definition 5.27. Let $X$ be a chainable continuum. We say that an embedding $\varphi: X \rightarrow \mathbb{R}^{2}$ is a thin embedding if $\varphi(X)$ is thin chainable. Otherwise $\varphi$ is called a thick embedding.

Example 5.28 (Bing). An example of a thick embedding of an Elsa continuum was constructed by Bing in [22, see Figure 5.17.


Figure 5.17: Bing's example from [22].

An example of a thick embedding of 3-Knaster continuum was given by Dębski and Tymchatyn in [43]. An arc has a unique planar embedding (up to equivalence), so its every planar embedding is a thin embedding.

Question 5.29 (Question 1 in [4). Which chainable continua have a thick embedding in the plane?

Definition 5.30. Let $X$ be chainable. By $\mathcal{E}_{C}(X)$ we denote the set of all planar embeddings of $X$ obtained by performing admissible permutations of $G_{f_{i}}$ for every representation $X=\varliminf_{\longleftarrow}\left\{I, f_{i}\right\}$.

Theorem 5.31. Let $X$ be a chainable continuum and $\varphi: X \rightarrow \mathbb{R}^{2}$ a thin embedding of $X$. Then there exists an embedding $\psi \in \mathcal{E}_{C}(X)$ equivalent to $\psi$.

Proof. Denote by $\varphi(X)=\cap_{n \in \mathbb{N}_{0}} \mathcal{C}_{n}$, where the links of $\mathcal{C}_{n}$ are open, connected sets in $\mathbb{R}^{2}$ and $\mathcal{C}_{n+1} \prec \mathcal{C}_{n}$ for every $n \in \mathbb{N}_{0}$. Without loss of generality we can assume that links of $\mathcal{C}_{n}$ are simply connected with a polygonal curve for a boundary. Moreover, we can assume that the intersection of every two links is simply connected. The existence of the homeomorphisms constructed in the proof follows from the generalization of the piecewise linear Schoenflies' theorem given in e.g. [75, Section 3]. Take a homeomorphism $F_{0}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ which maps $\mathcal{C}_{0}$ to a horizontal chain. Then $F_{0}\left(\mathcal{C}_{1}\right) \prec F_{0}\left(\mathcal{C}_{0}\right)$ and there is a homeomorphism $F_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ which is identity on $\mathbb{R}^{2} \backslash F_{0}\left(\mathcal{C}_{0}\right)^{*}$ (recall that $\mathcal{C}^{*}$ denotes the union of links of $\mathcal{C}$ ), and which maps $F_{0}\left(\mathcal{C}_{1}\right)$ to a tubular neighbourhood of some permuted flattened graph with $\operatorname{mesh}\left(F_{1}\left(F_{0}\left(\mathcal{C}_{1}\right)\right)\right)<$ $\operatorname{mesh}\left(\mathcal{C}_{1}\right)$.

For $n \geq 1$ denote by $G_{n}:=F_{n} \circ \ldots F_{1} \circ F_{0}$ and note that $G_{n}\left(\mathcal{C}_{n+1}\right) \prec$ $G_{n}\left(\mathcal{C}_{n}\right)$ and there is a homeomorphism $F_{n+1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ which is identity on $\mathbb{R}^{2} \backslash G_{n}\left(\mathcal{C}_{n}\right)^{*}$ and which maps $G_{n}\left(\mathcal{C}_{n+1}\right)$ to a tubular neighbourhood of some flattened permuted graph with $\operatorname{mesh}\left(F_{n+1}\left(G_{n}\left(\mathcal{C}_{n+1}\right)\right)\right)<\operatorname{mesh}\left(\mathcal{C}_{n+1}\right)$.

Note that the sequence $\left(G_{n}\right)_{n \in \mathbb{N}_{0}}$ is uniformly Cauchy and denote by $G=$ $\lim _{n \rightarrow \infty} G_{n}$. Then $G: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a homeomorphism and $G \circ \varphi \in \mathcal{E}_{C}(X)$.

Question 5.32 (Question 2 in [4). Is there a chainable continuum $X$ and a thick embedding $\psi$ of $X$ such that the set of accessible points of $\psi(X)$ is different from the set of accessible points of $\varphi(X)$ for any thin embedding $\varphi$ of $X$ ?
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### 5.7 Uncountably many non-equivalent embeddings

In this section we construct uncountably many non-equivalent embeddings of every chainable continuum which contains an indecomposable subcontinuum. Recall that we use the strong definition of equivalent embeddings, i.e., $\varphi, \psi: X \rightarrow \mathbb{R}^{2}$ are equivalent if $\varphi \circ \psi^{-1}$ can be extended to a homeomorphism of $\mathbb{R}^{2}$.

The idea of the construction is to find uncountably many composants which can be embedded accessible in more than a point. The conclusion then follows easily with the use of the following theorem.

Theorem 5.33 (Mazurkiewicz [68]). Let $X \subset \mathbb{R}^{2}$ be an indecomposable planar continuum. There are at most countably many composants of $X$ which are accessible in at least two points.

Let $X=\lim _{\leftarrow}\left\{I, f_{i}\right\}$, where $f_{i}: I \rightarrow I$ are continuous piecewise linear surjections.

Definition 5.34. Let $f: I \rightarrow I$ be a surjection. An interval $I^{\prime} \subset I$ is called $a$ surjective interval if $f\left(I^{\prime}\right)=I$ and $f(J) \neq I$ for every $J \subset I^{\prime}$. Denote by $A_{1}, \ldots, A_{n}, n \geq 1$, the surjective intervals of $f$. For every $i \in\{1, \ldots, n\}$, set $R\left(A_{i}\right)=\left\{x \in A_{i}: f(y) \neq f(x)\right.$ for all $\left.x<y \in A_{i}\right\}$, see Figure 5.18.

We will first assume that the map $f_{i}$ contains at least three surjective intervals for every $i \in \mathbb{N}$. We will later see that this assumption can be made without loss of generality.

Remark 5.35. Assume that $f$ has $n \geq 3$ surjective intervals. Then $A_{1} \cap A_{n}=$ $\emptyset$ and $f([l, r])=I$ for every $l \in A_{1}$ and $r \in A_{n}$. Also $f([l, r])=I$ for every $l \in A_{i}$ and $r \in A_{j}$ where $j-i \geq 2$.

Lemma 5.36. Let $J \subset I$ be a closed interval and $f: I \rightarrow I$ a map with surjective intervals $A_{1}, \ldots A_{n}, n \geq 1$. For every $i \in\{1, \ldots, n\}$ there exists an interval $J^{i} \subset A_{i}$ such that $f\left(J^{i}\right)=J, f\left(\partial J^{i}\right)=\partial J$ and $J^{i} \cap R\left(A_{i}\right) \neq \emptyset$.


Figure 5.18: Construction of the right accessible sets in the surjective branches. Note that this $f$ has three surjective intervals. For example, note also that $R\left(A_{2}\right)=$ $A_{2}$.

Proof. Denote the interval $J=[a, b]$ and fix $i \in\{1, \ldots, n\}$. Let $a_{i}, b_{i} \in R\left(A_{i}\right)$ be such that $f\left(a_{i}\right)=a$ and $f\left(b_{i}\right)=b$. Assume first that $b_{i}<a_{i}$, see Figure 5.19 Find the smallest $\tilde{a}_{i}>b_{i}$ such that $f\left(\tilde{a}_{i}\right)=a$. Then $J^{i}:=\left[b_{i}, \tilde{a}_{i}\right]$ has the desired properties. If $a_{i}<b_{i}$, then take $J^{i}=\left[a_{i}, \tilde{b}_{i}\right]$, where $\tilde{b}_{i}>a_{i}$ is the smallest such that $f\left(\tilde{b}_{i}\right)=b$.


Figure 5.19: Construction of interval $J^{i}$ from the proof of Lemma 5.36

The following definition is a slight generalization of the notion of the "top" of a permutation $p\left(G_{f}\right)$ of the graph $\Gamma_{f}$.

Definition 5.37. Let $f: I \rightarrow I$ be a piecewise linear surjection and for $a$ chain $C$, let $p$ be a $C$-admissible permutation of $G_{f}$. Let $x \in I$ and denote
by $p(f(x))$ the point in $p\left(G_{f}\right)$ which corresponds to the point $f(x)$. We say that $x$ is topmost in $p\left(G_{f}\right)$ if there exists a vertical ray $\{f(x)\} \times[h, \infty)$ which intersects $p\left(G_{f}\right)$ only in $p(f(x))$.

Remark 5.38. If $A_{1}, \ldots A_{n}$ are surjective intervals of $f: I \rightarrow I$, then every point in $R\left(A_{n}\right)$ is topmost. Also, for every $i=1, \ldots, n$ there exists a permutation of $G_{f}$ such that every point in $R\left(A_{i}\right)$ is topmost.

Lemma 5.39. Let $f: I \rightarrow I$ be a map with surjective intervals $A_{1}, \ldots A_{n}$, $n \geq 1$. For $[a, b]=J \subset I$ and $i \in\{1, \ldots, n\}$ denote by $J^{i}$ the interval from Lemma 5.36. There exists an admissible permutation $p_{i}$ of $G_{f}$ such that both endpoints of $J^{i}$ are topmost in $p_{i}\left(G_{f}\right)$.

Proof. Denote by $A_{i}=\left[l_{i}, r_{i}\right]$. Assume first that $f\left(l_{i}\right)=0$ and $f\left(r_{i}\right)=1$, thus $a_{i}<b_{i}$ (recall the notation $a_{i}, \tilde{a}_{i}$ and $b_{i}, \tilde{b}_{i}$ from the proof of Lemma 5.36. Find the smallest critical point $m$ of $f$ such that $m \geq \tilde{b}_{i}$ and note that $f(x)>f(a)$ for all $x \in A_{i}, x>m$. So we can reflect $\left.f\right|_{\left[m, r_{i}\right]}$ over $\left.f\right|_{\left[a_{i}, m\right]}$ and $\left.f\right|_{\left[r_{i}, 1\right]}$ over $\left.f\right|_{\left[0, l_{i}\right]}$. This makes $a_{i}$ and $\tilde{b}_{i}$ topmost, see Figure 5.20. In the case when $f\left(l_{i}\right)=1, f\left(r_{i}\right)=0$, thus $a_{i}>b_{i}$, we have that $f(x)<f(b)$ for all $x \in A_{i}, x>m$ so we can again reflect $\left.f\right|_{\left[m, r_{i}\right]}$ over $\left.f\right|_{\left[a_{i}, m\right]}$ making $\tilde{a}_{i}$ and $b_{i}$ topmost.


Figure 5.20: Making endpoints of $J^{i}$ topmost.

Lemma 5.40. Let $X=\lim \left\{I, f_{i}\right\}$, where $f_{i}: I \rightarrow I$ are continuous piecewise linear surjections and assume that $X$ is indecomposable. If $f_{i}$ contains at least three surjective intervals for every $i \in \mathbb{N}$, then there exist uncountably many non-equivalent planar embeddings of $X$.

Proof. For every $i \in \mathbb{N}$ denote by $k_{i} \geq 3$ the number of surjective branches of $f_{i}$ and fix $L_{i}, R_{i} \in\left\{1, \ldots, k_{i}\right\}$ such that $\left|L_{i}-R_{i}\right| \geq 2$. Let $J \subset I$ and $\left(n_{i}\right)_{i \in \mathbb{N}} \in \prod_{i \in \mathbb{N}}\left\{L_{i}, R_{i}\right\}$. Then

$$
J^{\left(n_{i}\right)}:=J \stackrel{f_{1}}{\leftarrow} J^{n_{1}} \stackrel{f_{2}}{\leftarrow} J^{n_{1} n_{2}} \stackrel{f_{3}}{\leftarrow} J^{n_{1} n_{2} n_{3}} \stackrel{f_{4}}{\leftarrow} \ldots
$$

is a well defined subcontinuum of $X$. Here we used the notation $J^{n m}=\left(J^{n}\right)^{m}$. Moreover, Lemma 5.39 and Corollary 5.21 imply that $X$ can be embedded in the plane such that both points in $\partial J \leftarrow \partial J^{n_{1}} \leftarrow \partial J^{n_{1} n_{2}} \leftarrow \partial J^{n_{1} n_{2} n_{3}} \leftarrow \ldots$ are accessible.

Remark 5.35 implies that for every $f: I \rightarrow I$ with surjective intervals $A_{1}, \ldots, A_{n}$, every $|i-j| \geq 2$ and every $J \subset I$ it holds that $f\left(\left[J^{i}, J^{j}\right]\right)=I$, where $\left[J^{i}, J^{j}\right]$ denotes the convex hull of $J^{i}$ and $J^{j}$. So if $\left(n_{i}\right),\left(m_{i}\right) \in$ $\prod_{i \in \mathbb{N}}\left\{L_{i}, R_{i}\right\}$ differ at infinitely many places, then there is no proper subcontinuum of $X$ which contains $J^{\left(n_{i}\right)}$ and $J^{\left(m_{i}\right)}$, i.e., they are contained in different composants of $X$. Now Theorem 5.33 (see also Brechner [26] and Iliadis [54]) implies that there are uncountably many non-equivalent planar embeddings of $X$.

Next we prove that the assumption of at least three surjective intervals can be made without loss of generality for every indecomposable chainable continuum. For $X=\lim \left\{I, f_{i}\right\}$, where $f_{i}: I \rightarrow I$ are continuous piecewise linear surjections, we show that there is $X^{\prime}=\underset{\rightleftarrows}{\lim }\left\{I, g_{i}\right\}$ homeomorphic to $X$ such that $g_{i}$ have at least three surjective intervals for every $i \in \mathbb{N}$.

Remark 5.41. Assume $f, g: I \rightarrow I$ have two surjective intervals. Note that then $f \circ g$ has at least three surjective intervals. So if $f_{i}$ has two surjective intervals for every $i \in \mathbb{N}$, then $X$ can be embedded in the plane in uncountably many non-equivalent ways.

Definition 5.42. Let $\varepsilon>0$ and let $f: I \rightarrow I$ be a continuous surjection. We say that $f$ is $P_{\varepsilon}$ if for every two segments $A, B \subset I$ such that $A \cup B=I$ it holds that $d_{H}(f(A), I)<\varepsilon$ or $d_{H}(f(B), I)<\varepsilon$, where $d_{H}$ denotes the Hausdorff distance.

Remark 5.43. Let $f: I \rightarrow I$ and $\varepsilon>0$. Note that $f$ is $P_{\varepsilon}$ if and only if there exist $0 \leq x_{1}<x_{2}<x_{3} \leq 1$ such that one of the following holds
(a) $\left|f\left(x_{1}\right)-0\right|<\varepsilon,\left|f\left(x_{3}\right)-0\right|<\varepsilon,\left|f\left(x_{2}\right)-1\right|<\varepsilon$, or
(b) $\left|f\left(x_{1}\right)-1\right|<\varepsilon,\left|f\left(x_{3}\right)-1\right|<\varepsilon,\left|f\left(x_{2}\right)-0\right|<\varepsilon$.

Recall that for $n<m$ we denote by $f_{n}^{m}:=f_{n} \circ f_{n+1} \circ \ldots \circ f_{m-1}$.
Theorem 5.44. Every indecomposable chainable continuum $X$ can be embedded in the plane in uncountably many non-equivalent ways.

Proof. Let $X=\underset{\longleftarrow}{\lim }\left\{I, f_{i}\right\}$, where $f_{i}: I \rightarrow I$ are continuous piecewise linear surjections. If all but finitely many $f_{i}$ have at least three surjective intervals, we are done by Lemma 5.40. If for all but finitely many $i$ the map $f_{i}$ has two surjective intervals, we are done by Remark 5.41.

Now fix a sequence $\left(\varepsilon_{i}\right)$ such that $\varepsilon_{i}>0$ for every $i \in \mathbb{N}$ and $\varepsilon_{i} \rightarrow 0$ as $i \rightarrow \infty$. Fix $n_{1}=1$ and find $n_{2}>n_{1}$ such that $f_{n_{1}}^{n_{2}}$ is $P_{\varepsilon_{1}}$. Such $n_{2}$ exists by Kuykendall's theorem 2.18. For every $i \in \mathbb{N}$ find $n_{i+1}>n_{i}$ such that $f_{n_{i}}^{n_{i+1}}$ is $P_{\varepsilon_{i}}$. The space $X$ is homeomorphic to $\varliminf_{幺}\left\{I, f_{n_{i}}^{n_{i+1}}\right\}$. Every $f_{n_{i}}^{n_{i+1}}$ is piecewise linear and there exist $x_{1}^{i}<x_{2}^{i}<x_{3}^{i}$ as in Remark 5.43. Take them to be critical points and assume without loss of generality that they satisfy (a) of Remark 5.43. Define a piecewise linear surjection $g_{i}: I \rightarrow I$ with the same set of critical points as $f_{n_{i}}^{n_{i+1}}$ such that $g_{i}(c)=f_{n_{i}}^{n_{i+1}}(c)$ for all critical points $c \notin\left\{x_{1}, x_{2}, x_{3}\right\}$ and $g_{i}\left(x_{1}\right)=g_{i}\left(x_{3}\right)=0, g_{i}\left(x_{2}\right)=1$. Then $g_{i}$ is $\varepsilon_{i}$-close to $f_{n_{i}}^{n_{i+1}}$. By Mioduszewski [74], $\underset{\leftarrow}{\lim }\left\{I, f_{n_{i}}^{n_{i+1}}\right\}$ is homeomorphic to $\varliminf_{亡}\left\{I, g_{i}\right\}$. Since every $g_{i}$ has at least two surjective intervals, this finishes the proof by Remark 5.41.

Remark 5.45. Specifically, Theorem 5.44 proves that the pseudo-arc has uncountably many non-equivalent embeddings in the strong sense. Lewis [62], has already proven this with respect to the weaker version of equivalence, by careful construction of embeddings with different prime end structures.

In the next theorem we expand the techniques from this section to construct uncountably many non-equivalent embeddings of every continuum that con-

## Chapter 5. Planar embeddings of chainable continua

tains an indecomposable subcontinuum. First we give a generalization of Lemma 5.39,

Lemma 5.46. Let $f: I \rightarrow I$ be a surjective map and let $K \subset I$ be a closed interval. Denote by $A_{1}, \ldots, A_{n}$ the surjective intervals of $\left.f\right|_{K}: K \rightarrow f(K)$, and for $i \in\{1, \ldots, n\}$ denote by $J^{i}$ the intervals from Lemma 5.36 applied to the map $\left.f\right|_{K}$.
Assume $n \geq 4$. Then there exist $\alpha, \beta \in\{1, \ldots, n\}$ such that $|\alpha-\beta| \geq 2$ and such that there exist admissible permutations $p_{\alpha}, p_{\beta}$ of $G_{f}$ such that both endpoints of $J^{\alpha}$ are topmost in $p_{\alpha}\left(G_{\left.f\right|_{K}}\right)$, and such that both endpoints of $J^{\beta}$ are topmost in $p_{\beta}\left(G_{f \mid K}\right)$.

Proof. Denote $K=\left[k_{l}, k_{r}\right]$ and $f(K)=\left[K_{l}, K_{r}\right]$. Let $x>k_{r}$ be the smallest local extremum of $f$ such that $f(x)>K_{r}$ or $f(x)<K_{l}$. A surjective interval $A_{i}=\left[l_{i}, r_{i}\right]$ will be called increasing (decreasing) if $f\left(l_{i}\right)=K_{l}\left(f\left(r_{i}\right)=K_{l}\right)$.

Case 1. Assume $f(x)>K_{r}$, see Figure 5.21. If $A_{i}=\left[l_{i}, r_{i}\right]$ is increasing, since $f(x)>K_{r}$, there exists an admissible permutation which reflects $\left.f\right|_{[m, x]}$ over $\left.f\right|_{\left[a_{i}, m\right]}$ and leaves $\left.f\right|_{[x, 1]}$ fixed. Here $m$ is chosen as in the proof of Lemma 5.39 . Since there are at least four surjective intervals, at least two are increasing. This finishes the proof.

Case 2. If $f(x)<K_{l}$, then we proceed as in the first case but for decreasing $A_{i}$.

Recall another main theorem of this chapter, Theorem 1.9 .
Let $X$ be a chainable continuum that contains an indecomposable subcontinuum $Y$. Then $X$ can be embedded in the plane in uncountably many (strongly) non-equivalent ways.

Proof of Theorem 1.9. Denote by

$$
Y:=Y_{0} \stackrel{f_{1}}{\leftarrow} Y_{1} \stackrel{f_{2}}{\leftarrow} Y_{2} \stackrel{f_{3}}{\leftarrow} Y_{3} \stackrel{f_{4}}{\leftarrow} \ldots
$$

If $\varphi, \psi: X \rightarrow \mathbb{R}^{2}$ are equivalent planar embeddings of $X$, then $\left.\varphi\right|_{Y},\left.\psi\right|_{Y}$ are equivalent planar embeddings of $Y$. We will construct uncountably many


Figure 5.21: Permuting in the proof of Lemma 5.46
non-equivalent planar embeddings of $Y$ which extend to planar embeddings of $X$. That completes the proof.

According to Kuykendall's and Mioduszewski's theorem we can assume that $\left.f_{i}\right|_{Y_{i}}: Y_{i} \rightarrow Y_{i-1}$ has at least four surjective intervals for every $i \in \mathbb{N}$. For a closed interval $J \subset Y_{j-1}$ denote by $\alpha_{j}, \beta_{j}$ the integers from Lemma 5.46 applied to $f_{j}: Y_{j} \rightarrow Y_{j-1}$, and denote the appropriate subintervals of $Y_{j}$ by $J^{\alpha_{j}}, J^{\beta_{j}}$. For every sequence $\left(n_{i}\right)_{i \in \mathbb{N}} \in \prod_{i \in \mathbb{N}}\left\{\alpha_{i}, \beta_{i}\right\}$ we obtain a subcontinuum of $Y$ :

$$
J^{\left(n_{i}\right)}:=J \stackrel{f_{1}}{\leftarrow} J^{n_{1}} \stackrel{f_{2}}{\leftarrow} J^{n_{1} n_{2}} \stackrel{f_{3}}{\leftrightarrows} J^{n_{1} n_{2} n_{3}} \stackrel{f_{4}}{\leftarrow} \ldots
$$

We used the notation as in the proof of Lemma 5.40. Lemma 5.46 implies that for every $\left(n_{i}\right)$ there exists an embedding of $Y$ such that both points of $\partial J \leftarrow \partial J^{n_{1}} \leftarrow \partial J^{n_{1} n_{2}} \leftarrow \partial J^{n_{1} n_{2} n_{3}} \leftarrow \ldots$ are accessible and which can be extended to an embedding of $X$. This completes the proof.

We proved that every chainable continuum which contains indecomposable subcontinuum has uncountably many non-equivalent embeddings. Thus we pose the following question.

Question 5.47. Which hereditarily decomposable chainable continua have uncountably many non-equivalent planar embeddings?
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Remark 5.48. Mayer has constructed in [67] uncountably many non-equivalent planar embeddings of the $\sin \frac{1}{x}$ continuum by varying the rate of convergence of the ray. This approach readily generalizes to any Elsa continuum (i.e., a continuum consisting of a ray compactifying on an arc). We do not know whether it can be generalized to any chainable continuum which contains a dense ray. Specifically, it would be interesting to see if $\underset{亡}{ } \mathrm{lim}_{\mathrm{m}}\left\{I, f_{\text {feig }}\right\}$ (where $f_{\text {feig }}$ denotes the logistic map at the Feigenbaum parameter) can be embedded in uncountably many non-equivalent ways. However, this approach would not generalize to the remaining hereditarily decomposable continua since there exist hereditarily decomposable continua which do not contain a dense ray, see e.g. [57].

Remark 5.49. Another approach to answering the question above is to use the slightly stronger version of Mazurkiewicz' theorem which states that every indecomposable chainable planar continuum has at most countably many mutually disjoint accessible subcontinua, see Brechner's paper [26]. That theorem partially generalizes from indecomposable continua to chainable continua which contain a dense ray or to arc continua, see [73]. That combined with e.g. the bonding maps having no zigzags produces uncountably many non-equivalent embeddings.

Remark 5.50. It is easy to construct planar continua which have exactly $n \in \mathbb{N}$ or countably many non-equivalent planar embeddings, see Figure 5.22. However, all the examples we know are non-chainable.

Remark 5.51. For inverse limit spaces $X$ with a single unimodal bonding map that are not hereditarily decomposable, Theorems 5.44 and 1.9 hold with weak notion of equivalence too, see [5]. This is because every selfhomeomorphism of $X$ is known to be pseudo-isotopic (two self-homeomorphisms $f, g$ of $X$ are pseudo-isotopic if $f(C)=g(C)$ for every composant $C$ of $X$ ) to a power of the shift homeomorphism (see [10]), and so any composant can only be mapped to one in a countable collections of composants. Hence, if uncountably many composants can be made accessible (in at least two points), then there are uncountably many non-equivalent embeddings, also w.r.t. weak


Figure 5.22: Left: Planar projection (Schlegel diagram) of the sides of the pyramid with $n \geq 4$ faces (actually any planar representation of a polyhedron with $n$ faces would do) has exactly $n$ non-equivalent embeddings (in the strong sense), determined by the choice of the unbounded face. We are indebted to Tóth Imre Péter for these examples. Continua with exactly $n=1,2,3$ non-equivalent planar embeddings (in the strong sense) are e.g. letters $T, H, X$ respectively. In the weak sense, there is only one planar embedding of all this examples. Right: the harmonic comb has countably many non-equivalent embeddings (in both the strong and the weak sense): any finite number of non-limit teeth can be flipped over to the left to produce a non-equivalent embedding.
equivalence. In general there are no such rigidity results on the group of selfhomeomorphisms of chainable continua. For example, there are uncountably many self-homeomorphisms on the pseudo-arc up to pseudo-isotopy, since it is homogeneous and indecomposable. Thus we ask the following questions.

Question 5.52. For which indecomposable chainable continua is the group of self-homeomorphisms at most countable up to pseudo-isotopy?

For such continua we can conclude that there exist uncountably many nonequivalent planar embeddings in a weak sense. More generally, we ask:

Question 5.53. Is there a non-arc chainable continuum for which there exist at most countably many non-equivalent (in the weak sense) planar embeddings?
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## Abstract

This thesis studies topological properties of unimodal inverse limit spaces and planar embeddings of chainable continua in general. In the first part we study global and local properties of inverse limit spaces on the unit interval with a single bonding map coming from the tent family. We give symbolic description of arc-components and study the inhomogeneity points of the space. Specifically, we prove that the set of folding points is equal to the set of endpoints if and only if the critical orbit is persistently recurrent, answering the question of Alvin and Brucks from 2010. Also, we make a topological distinction of the arc-component containing the orientation reversing fixed point in the case when the critical orbit is non-recurrent which enables us to prove the Core Ingram conjecture in this case in the positive. To be more precise, we show that the cores of tent inverse limits for which the critical point is non-recurrent are non-homeomorphic for different slopes. The second part of the thesis studies non-equivalent planar embeddings of general chainable continua. We show that every chainable continuum which contains an indecomposable subcontinuum can be embedded in the plane in uncountably many strongly non-equivalent ways, and answer the question of Mayer from 1982 in the unimodal inverse limit case. We also study accessible sets of points of planar embeddings of chainable continua and give a positive answer to the question of Nadler and Quinn from 1972 in case when points are not contained in zigzags of bonding maps.

Keywords: unimodal map, inverse limit space, endpoints, inhomogeneities, Ingram conjecture, chainable continua, planar embeddings, accessible points

## Sažetak

Inverzni limesi daju efikasnu metodu za opis prostora dobivenih kao presjek ugnježđenog niza skupova u pripadajućem metričkom prostoru i kao takvi nalaze primjenu u raznim matematičkim područjima. Istaknimo na primjer primjenu inverznih limesa u opisu hiperboličkih atraktora. U tezi proučavamo lančaste kontinuume, odnosno inverzne limese u kojima su vezne funkcije preslikavanja na intervalima. U prvom dijelu se restriktiramo na unimodalne inverzne limese i proučamo njihova topološka svojstva. Takvi kontinuumi se često pojavljuju kao modeli čudnih atraktora ravninskih homeomorfizama U drugom dijelu dajemo metodu za konstrukciju različitih planarnih smještenja lančastih kontinuuma koristeći metodu permutacije grafova veznih preslikavanja.

Preslikavanje na intervalu koje fiksira krajnje točke i ima jedinstveni ekstrem u interioru intervala zovemo unimodalno. U tezi se restriktiramo na šatorske funkcije, koje, unatoč tome što su vrlo specifične, gotovo u potpunosti opisuju dinamička i topološka svojstva od interesa. Zanimaju nas lokalna i globalna topološka svojstva šatorskih inverznih limesa. Lokalno nas zanimaju točke koje nemaju (otvorene) okoline homeomorfne Kantorovom skupu (otvorenih) lukova. Takve točke zovemo točke nabiranja. U tezi dajemo karakterizaciju točaka nabiranja u terminima dinamičkih svojstava veznog preslikavanja i, specijalno, podskupa čije elemente zovemo krajnje točke. To su točke $x$ za koje vrijedi da ako su $A, B$ podkontinuumi koji sadrže $x$, onda $A \subset B$ ili $B \subset A$. Dajemo odgovor na pitanje koje su 2010 postavili Alvin i Brucks, odnosno pokazujemo sljedeći teorem.

Teorem 1.1. Svaka točka nabiranja je krajnja točka ako i samo ako je
kritična točka veznog preslikavanja uporno rekurentna.
Naglasimo kako se uporna rekurentnost pojavila kao nužan uvjet za postojanje divljih atraktora unimodalnih preslikavanja na intervalu.

Pod globalna topološka svojstva podrazumijevamo strukturu podkontinuuma, kompozanti i lučnih komponenti. U ovom smjeru postoji još mnogo otvorenih pitanja. U tezi dajemo simboličku karakterizaciju lučnih komponenti koristeći svojstva posebnog tipa krajnjih točaka koje zovemo spiralne točke. Svojstva specijalne lučne komponente, koja sadrži fiksnu točku jezgre i postoji u svakoj jezgri šatorskih inverznih limesa, nam omogućavaju da damo potpunu karakterizaciju jezgara u slučaju kada je kritična orbita nerekurentna. Dokazujemo sljedeće teoreme.

Teorem 1.3. Ako je $1<s<\tilde{s}<2$ i kritične orbite odgovarajućih šatorskih preslikavanja $T_{s}$ i $T_{\tilde{s}}$ su beskonačne i nerekurentne, onda su jezgre $X_{s}^{\prime}$ i $X_{\tilde{s}}^{\prime}$ nehomeomorfne.

Teorem 1.4. Ako je $1<s<2$ takav da $T_{s}$ ima beskonačnu nerekurentnu kritičnu orbitu i $f: X_{s}^{\prime} \rightarrow X_{s}^{\prime}$ je homeomorfizam, onda postoji $R \in \mathbb{Z}$ takav da su $f$ i $\sigma^{R}$ izotopni.

U drugom dijelu teze proučavamo neekvivalentna planarna smještenja lančastih kontinuuma u punoj općenitosti. Koristimo metodu permutacija grafova veznih preslikavanja i pomoću toga pokazujemo sljedeći teorem.

Teorem 1.7. Svaki lančasti kontinuum koji sadrži indekompozabilni potkontinuum se može smjestiti u ravninu na neprebrojivo mnogo jako neekvivalentnih načina.

Kažemo da su smještenja $\varphi, \psi$ jako neekvivalentna ako se $\varphi \circ \psi^{-1}$ može proširiti do homeomorfizma ravnine. Smještenja su slabo neekvivalentna ako postoji homeomorfizam $\varphi(X) \rightarrow \psi(X)$ koji se može proširiti do homeomorfizma ravnine. Mayer je 1982. godine pitao može li se svaki indekompozabilni lančasti kontinuum smjestiti u ravninu na neprebrojivo mnogo (slabo!) neekvivalentnih načina. Dajemo pozitivan odgovor na to pitanje u slučaju unimodalnih
inverznih limesa.
Bavimo se i pitanjem dostupnosti točaka. Točka $x$ planarnog kontinuuma $X$ je dostupna ako postoji luk $A \subset \mathbb{R}^{2}$ takav da je $A \cap X=\{x\}$. Konkretno se bavimo pitanjem Nadlera i Quinna iz 1972. i pokazujemo sljedeći teorem.

Teorem 1.9. Ako je $X$ lančasti kontinuum i $x \in X$ takva da niti jedna projekcija nije u cik-caku veznog preslikavanja, onda postoji smještenje od $X$ u ravninu u kojem je $x$ dostupna.

Na kraju razmatramo otvorena pitanja i dajemo moguće korake prema njihovom rješenju.

Ključne riječi: unimodalno preslikavanje, inverzni limes, krajnje točke, točke nehomogenosti, Ingramova hipoteza, lančasti kontinuumi, planarna smještenja, dostupne točke
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