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Inverse photoemission from electronic surface states:
Intensity, angular, and polarization dependence
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The independent-particle model of inverse photoemission is defined and applied to study the

properties of emitted-photon spectra in a system that can be treated analytically: electronic
(image-potential) states on dielectric-covered metal surfaces. In particular, analytic expressions for
the matrix elements are evaluated, and the intensity, angular, and polarization dependence are dis-

cussed.

I. INTRODUCTION

Inverse-photoemission spectroscopy (IPES) or brem-
strahlung isochromat spectroscopy (BIS) is fast becoming
a standard method for investigating unoccupied electron-
ic states in solids, especially at surfaces. ' ' One of the
interesting examples is the study of image-potential- and
crystal-induced states on clean and dielectric-covered
metal surfaces' where angle-resolved (or Ic-resolved)
IPES has already provided much essential informa-
tion, ' ' as a technique complementary to low-energy
electron difFraction (LEED) (Ref. 10) and electron-
energy-loss spectroscopy (EELS) (Ref. 11) investigations
of these states.

In spite of enormous recent experimental activity in
this field, ' there was much less theoretical work on
IPES. Omitting earlier BIS calculations which deal with
phenomena at higher electron and photon energies (and
therefore explore mostly the atomiclike levels in the
bulk), only a few papers treated IPES theoretically. '2

Pendry' used his previous experience with LEED in a
way similar to his formulation of uv photoemission
theory, ' to write the photon current in inverse photo-
emission (IP) with matrix elements which contain the
LEED wave functions for the incoming electron. The
theory is essentially a single-particle theory, because the
inelastic effects are treated using the optical-potential and
mean-free-path approximations. However, strong
multiple-scattering effects in this system require numeri-
cally calculated wave functions and matrix elements,
which prevent a detailed qualitative discussion of the
properties of IP spectra. ' " Johnson and Davenport'
developed the expression for the IP differential cross sec-
tion from atomic or molecular levels of adsorbates, in line
with earlier work' on photoemission from single orient-
ed molecules.

In this paper we first define the independent-particle
approximation of IPES and indicate the approximations
made in its derivation from a full many-body formulation

(Sec. II). In Sec. III we apply it to IPES from two-
dimensional electronic states localized at surfaces, and
discuss general properties of the photon spectra—
angular, polarization, and energy dependence. We briefly
introduce the image-potential states on dielectric-covered
metal surfaces. Using the analytic wave functions of this
model system we calculate the matrix elements which

give the intensities of emitted radiation. In Sec. IV we

discuss the angular dependence and intensities of emitted
radiation.

II. INDEPENDENT-PARTICLE APPROXIMATION
OF THE INVERSE-PHOTOEMISSION SPECTRUM

In inverse photoemission an electron with momentum
k and energy Ek is impinging at an angle 8 on a
semifinite sample, and photons with fixed energy ficoq

(momentum q) are observed.
For the transition ~k) ~~X) into the bound state ~X)

with emission of photons with wave vector q, polariza-
tion e, and frequency co—=co, the differential cross sec-
tion in the dipole approximation is

l&kle pl~)l'
V

dQ 2~ 2
(2.1)

where the fine-structure constant a =e /Ac =—„'„pis the
electron momentum operator, and V, is the electron nor-
malization volume.

In principle, in order to describe completely the inverse
photoemission spectrum one would require a full many-
body formulation. In analogy with the steps and the dis-
cussion in the photoemission case, ' one can' reduce the
full many-body result for the inverse photoemission spec-
trum to the independent-particle approximation (2.1).
Here we shall just briefly mention these assumptions.

(1) In the "sudden approximation, " we neglect the in-
teraction of the incoming electron with the solid. The
justification for this approximation in PE is usually based
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on the high photoelectron velocity which reduces scatter-
ing probabilities. In IPES, for the energies we are consid-
ering, the situation is different: electron energies are
below threshold for many discrete excitation mechanisms
(e.g. , plasmons or ionization losses). However, one can-
not exclude the low-energy excitations (electron-hole
pairs, phonons) but one expects that they will give small
and/or smooth background in the spectra. Thus we have
neglected all "extrinsic" (inelastic) scattering, and the
IPE spectrum reduces to that of the final electron state A..

(2) We also neglect "intrinsic" inelastic effects, i.e., the
satellites due to the scattering in the final state A, . This
means that the cross section (2.1) describes only the elas-
tic (no-loss) peak in the spectrum. This approximation is
good for weak scattering, but it may overestimate the
no-loss intensity, because in principle it violates the spec-
tral sum rule. '

(3}The final state contains one photon q and N+ 1 in-
teracting particles (i.e., one extra electron in the state A, ,
filled by the transition from ~k) }. The addition of an
electron will lead to relaxation due to its interaction with
other N particles and their degrees of freedom in the sys-
tem, and to the lowering of its energy E&~Ez with
respect to the noninteracting system. This relaxation
shift of the final state shall be neglected in our case be-
cause of two arguments: the state is spread out, i.e., delo-
calized in two dimensions, and it is rather close to the
Fermi level. ' For all these reasons, in the following we
shall use the independent-particle approximation (2.1}.

Aro =E cos 0+ (E„~+E sin 8(1—m /m „* ) . (3.3)

Defining the s-or p-polarization vectors in (2.1), and with
the photon angles shown in Fig. 1(b), we obtain the
emitted-photon intensities in the solid angle between 0
and 0+d 0 per single incoming electron:

dI, (co) = (I('. psin AIM((l )d 0
2m mc2 cos8

(3.4b)

where Kp =I(:/k =sin8 and Kp=K/k =cos6. The matrix
elements are

metal &0

I

vacuum
E,4

dI ( )
a fico k

2K

pyric

cosB

X [I('p cos2~cos2@ IM „12+Kp2sin2(} IM& I'

I(.plcpsin28 cos@Re(M(( Mt )]d0, (3.4a)

III. INVERSE PHOTOEMISSION
FROM ELECTRONIC SURFACE STATES

Here we shall study inverse photoemission from elec-
tronic states localized at surfaces, in particular the
image-potential states. ' In the independent-particle ap-
proximation the final bound electron state

~
X ) is the solu-

tion of the Schrodinger equation in the surface potential
which is dominated by the repulsive potentials of the sur-
face atomic cores, and the electrostatic (attractive) image-
like potential. Due to translational symmetry parallel to
the surface, the electronic initial- and final-state wave
functions factorize

gl (r) —y
—i/2eiK p~K). y (r) g —i/2eiK p~v) . (3.1)

~K) describes the incoming electron elastically scattered
at the surface [see Fig. 1(a)]. As a reasonable approxima-
tion, valid outside the short range of the atomic core po-
tentials, we shall later use a reflected plane wave
(RPW):

d

)
—iv(z —5)+g (E g) 2(5(E,ni iv(z —5( (3.2)

Here, R (E,0) gives the LEED refiectivity and 5(E, fl ) is
the scattering phase shift.

~
v) is the wave function of the

surface state, to be specified later.
The energy of the Anal localized state is the sum of the

parallel A E /2m ' and perpendicular energy E &0. E,
is the binding energy with respect to the vacuum level,
and m * is the effective electron mass in the state v.

Parallel-momentum and total-energy conservation im-

ply that the photon is emitted with the energy

FIG. 1. (a) Energy scheme for electrons trapped in the image
potential 8'(z, d ) on a layer of dielectric ( —d & z & 0) deposited
on a metal substrate (z ( —d ). ~R ~

is the reflectivity of incom-
ing electrons at the surface, 5 is the scattering phase shift, and 5
defines the reflection plane of impinging electrons. (b)
Geometry of the system, with incoming electron (8) and emit-
ted photon angles (0,4).
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M" =(r~v), M~= a'
v) .

1 d

i~ dz
(3.5)

(iii) The second excited state:

b, 2b2o, 2 6b, a2

The cross section (3.4) is normalized to the unit electron
current per unit area, to get the number of s- and p-
polarized photons emitted per single electron of energy E
impinging on the surface. For unpolarized light the total
photon intensity is the sum of (3.4a) and (3.4b).

In some experiments the photons are collected in a
cone 0&80, so the total intensity is found by integrating
(3.4). That is, the total number of photons emitted into a
half-space (Hp=n. /2) is

(zp lM,
~

l'+~plM, [') .
me cosB

(3.6)

~v yK, v+R 2i(AK —5)qp —K, v
~ll ~ll ~ ll

(3.7)

where 4' are Fourier transforms of the wave func-
tions: '

d /dz
+K, V — e IK(2 5)

~ ll 1
4 (z)dz v=O 1 2 . (3.8)

In order to give and discuss quantitative results for a
well-defined problem, possibly obtaining analytical ex-
pressions for the matrix elements (3.5), we need some
reasonable analytical form for the final-state wave func-
tions (3.1), assuming RPW's (3.2) for the incoming elec-
trons. In Ref. 21 we found variational hydrogeniclike
wave functions of image-potential states of electrons
trapped on dielectric layers supported by metallic sub-
strates, and checked their accuracy by comparing them
with exact numerical results. The eigenstates and
eigenenergies were calculated for three inert dielectrics:
liquid He and solid Ne and Ar for the three lowest
image-potential states, in excellent agreement with full
numerical results. With these wave functions the matrix
elements (3.5) can easily be evaluated:

where

iMii i

= lMi i
=Re(M "Mi' ) . (3.10)

For impinging electrons with perpendicular energies in
the energy gap of the crystal the reflectivity is very high.
That is, for Cu(100) and Ni(100) surfaces several eV
above vacuum level, the simplest approximation for the
surface potential is an infinite barrier, leading to
R =1,5=m/2 (top of the energy gap in the Schottky in-
verted case). The perpendicular and parallel matrix ele-
ments are related only for R =0. These ideal situations
(R =1 or R =0) assumed in our calculations are quite
reasonable approximations for electrons with energies in
the middle of the band gap and well away from the gap,
respectively, so these cases are of considerable interest for
qualitative discussion of intensity and angular distribu-
tions of IPES.

CXV

P„= ix;—X„=16(v+1)ap, v=0, 1,2 .
4 v+1

Orthonormalization conditions give five relations which
determine coefficients a, , b; as functions of the variational
parameters a0, a, , and a2 for each dielectric thickness

21

In Sec. IU we shall consider two extreme values for the
reflectivity coefficient R in the calculation of matrix ele-
ments (3.5). The choice R =0 would correspond to the
situation where the perpendicular energies of impinging
electrons are outside the gap in the projected bulk band
structure, as in the case of the Pd(111) surface for the
electrons of perpendicular energies -10 eV. For that
choice of R,

The mean free path in all noble-gas crystals is larger
than 220ao for electrons with energies below 10 eV and
above the vacuum level. Therefore we might consider
absorbate layers to be transparent for incoming electrons
in the energy region we are interested in. They can only
be reflected on the underlying metal substrate, leading to
6 &0. But the surface-state wave functions are different
from zero for z )0 [z =0 is the boundary of the dielec-
tric; see Fig. 1(a) and Ref. 21] in our barrier model ' so 6
in (3.8) only contributes a phase factor because integra-
tion starts at z =0. Then the Fourier transforms (3.7) are

IV. DISCUSSION OF THE PHOTON SPECTRA:
ANGULAR, POLARIZATION, AND

ENERGY DEPENDENCE

From (3.4) it can be seen that electrons at normal in-
cidence give no emitted photons in that direction because

ggK, V gpK, V +K
v

and in particular the following.
(i) The ground state:

A)K
1 1

0
p pp

(ii) The first excited state:

a ) 2a2a)
A(K +

P7 p2 p3

(3.9)

FIG. 2. Angular distribution of p-polarized photons with
8=0.
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(b)

(a)

FI~ 3 a) Angul utipn and (b crpss se th Parallel tp th e surface fpr s-s-Pplarized phP otPns fp any angle

la)
(b)

FIG. 4. Angularngular distributi
d d'n icated.

r =0: (a) 6 =25' Ib, Ib) 8=45'Ib = , and unpol arized photons (c) 6=, )=25, (d)
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while the angle and the energy of impinging electrons
change. For our discussion of angular distribution of un-
polarized light a typical photon energy of 9.7 eV (Ref. 1)
can be taken, which automatically fixes the perpendicular
energy of impinging electrons if the energy of the surface
state is fixed. There is no general rule for the form of p-
polarized and unpolarized light. As shown in Figs. 2—5,
for 8=0 the intensities are largest at angles close to the
surface, and get heavily distorted with tilting electron an-
gle 8. This particular feature should be borne in mind in
the setting up of the experiment.

In order to estimate the tota1 intensities, we examine

first the case of normal incidence electrons
(ic=k, cost)=1) and the simplest approximation R =0.
Then from (3.6) we find that

I(co)=9.5X10 fico[eV]ic[ao '] ~Mt~ [ao] . (4.1)

Since the energies of detected photons and perpendicu-
lar electron energies are in the region of 10 eV (ic= 1 a.u. )

the conversion factor, i.e., the number of emitted photons
per incoming electron, is of the order of 10

Figure 6(a) shows the photon intensities I=I /—
(9.5 X 10 ) for the ground and the first excited surface
states (v=0, 1) in the potential with an infinite repulsive
wall when the dielectric layers (He, Ne, or Ar) of various
thicknesses are deposited on metallic substrate, starting
with d =0. For the broader wave function (higher excit-
ed state) the overlap integral Mt~ is smaller because the
electron wavelength is of the order of 1 A ', and accord-
ingly the intensity of emitted photons is lower.

As another model example we can study a clean
Pd(111) surface, where the barrier is replaced by a finite

gap, so that the electrons can penetrate into the crystal.
In this case the intensities for the three lowest surface
states (i.e., for d=0) increase [Fig. 6(b)]. The data used
in the calculation of matrix elements for the Pd(111) sur-
face were taken from Ref. 24. We can see that in the nar-
row region of electron energies ( —10—13 eV) the intensi-
ty of emitted photons is higher when the final state is
more strongly bound, and the overlap in matrix elements
(3.8) is smaller because of the phase shift between the ini-
tial and final electron wave functions. The integration in
matrix elements (3.8) in this case goes over the z (0 (met-
al) and z) 0 (vacuum) regions (R =0, and surface-state
wave functions penetrate the metal), particularly over the
region of constant surface potential where the initial
function is a cosine.

This decrease of intensities, dependent on the spatial
extent and the excitation energies of surface states, is em-
phasized in Fig. 7, where the logarithms J of intensities
are shown, defined by I=log, o(fico ~Mt ~ ) so that
I=9.5 X 10 ( 10) v'E [Ry].

An increase of the incidence electron angle will result
in an increase of intensity. In the case of a plane wave
fM, /'= [M,

,

/', so that

I(co)=9.5X10 f'tco[eV]
2 /Mtf

cos 0

100

0
100 2

I I I I I

3 7 11 15 19 E(aV)

FICr. 7. Dependence of intensity J -logIOI on the thickness d
of the dielectric layer and on the surface state v, for
R =0,8=0. (a) Solid lines, Ar (d =1,10ao); dashed lines, He
(d=1, 10ao), (b) Solid lines, Ar (d=100ao); dashed lines, He
(d =100a„).

One cosine factor comes from the fact that in order to
keep the perpendicular energy constant (since in the ex-
periment the photons of fixed energy are detected) while
increasing the incidence angle, the electron energy has to
change simultaneously (k=ic/cost)). The other cosine
factor comes from the incoming electron flux, so that the
overall conversion factor is increased.

In conclusion, we have presented complete and at the
same time relatively simple analytic expressions for the
description of IPES from electronic image-potential
states in the independent-particle model, and shown gen-
eral properties of emitted photon spectra. The calculated
prefactors give the dependence on the initial and final
states of electrons and of emitted photons, and explain
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small intensities of emitted radiation in comparison with
the PE spectra.
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