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a b s t r a c t

A pulse shape analysis framework is described, which was developed for n_TOF-Phase3, the third phase
in the operation of the n_TOF facility at CERN. The most notable feature of this new framework is the
adoption of generic pulse shape analysis routines, characterized by a minimal number of explicit
assumptions about the nature of pulses. The aim of these routines is to be applicable to a wide variety of
detectors, thus facilitating the introduction of the new detectors or types of detectors into the analysis
framework. The operational details of the routines are suited to the specific requirements of particular
detectors by adjusting the set of external input parameters. Pulse recognition, baseline calculation and
the pulse shape fitting procedure are described. Special emphasis is put on their computational effi-
ciency, since the most basic implementations of these conceptually simple methods are often compu-
tationally inefficient.
& 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

After a year and a half long shutdown, the neutron time of
flight facility n_TOF [1,2] at CERN has entered a third phase of its
operation, known as n_TOF-Phase3. The new era of the n_TOF
facility is marked by the successful completion of the construction
of Experimental Area 2 (EAR2) [3–5], which was recently put into
operation. Experimental Area 1 (EAR1), already in function for
more than a decade, operates in parallel. The in-depth description
of the general features of the n_TOF facility, such as the neutron
production and the neutron transport, may be found in Refs. [4–6].

At n_TOF a wide variety of detectors is used for measuring
neutron induced reactions, including neutron capture ðn; γÞ, neu-
tron induced fission ðn; f Þ and reactions of type ðn; pÞ, ðn; tÞ and
ðn;αÞ. Among these are solid-state detectors (such as the silicon
r B.V. This is an open access article
based neutron beam monitor [7] and CVD diamond detectors [8]),
scintillation detectors (an array of BaF2 scintillator crystals [9],
C6D6 liquid scintillators [10]) and gaseous detectors (such as
MicroMegas-based detectors [11,12], a calibrated fission chamber
from the Physikalisch Technische Bundesanstalt [13], a set of Par-
allel Plate Avalanche Counters [14]). Several other types of detec-
tors were recently introduced and tested at n_TOF, such as solid-
state HPGe, scintillation NaI, and gaseous 3He detectors.

A high-performance digital data acquisition system is used for
the management and storage of the electronic detector signals.
The system is based on flash analog-to-digital (FADC) units,
recently upgraded to handle an amplitude resolution of 8 to
12 bits. It operates at sampling rates typically ranging from
100 MHz to 1 GHz, with a memory buffer of up to 175 MSamples,
allowing for an uninterrupted recording of the detector output
signals during the full time-of-flight range of approximately
100 ms (as used in EAR1). A detailed description of the previous
version of this system can be found in Ref. [15].

Once stored in digital form, the electronic signals have to be
accessed for offline analysis, in order to obtain the time-of-flight
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Table 1
List of recursive relations for calculating forward and backward sums Σþ

i and Σ�
i

from Eq. (2). The signal derivative di may then be obtained as: di ¼ Σþ
i �Σ�

i . Cases
are categorized based on the boundary effects (whether the integration windows
defined by the step-size N reach the boundaries of the waveform, composed of total
of P points), as illustrated in Fig. 1.

Beginning of the waveform
irN and 2irP�1
Σþ
i ¼ Σþ

i�1�siþs2i�1þs2i
Σ�
i ¼ Σ�

i�1þsi�1

Middle of the waveform
i4N and iþNrP�1
Σþ
i ¼ Σþ

i�1�siþsiþN

Σ�
i ¼ Σ�

i�1þsi�1�si�1�N

End of the waveform
iþN4P�1 and 2i4P�1
Σþ
i ¼ Σþ

i�1�si
Σ�
i ¼ Σ�

i�1þsi�1�s2i�P�1�s2i�P
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and pulse height information for each detected pulse. The analysis
procedures applied to the signals from C6D6 and BaF2 detectors
have already been described in Refs. [15,16]. In order to efficiently
and consistently accommodate analysis requirements of a wide
variety of detectors used at n_TOF, a generic type of routine was
recently developed that can be applied to different types of sig-
nals. The routine is characterized by a minimal number of explicit
assumptions about the nature of signals and is based on a pulse
template adjustment, which we refer to as the pulse shape fitting.
For each detector or type of detector a set of analysis parameters
needs to set externally. A number of these will be mentioned
throughout this paper.

Many of the procedures adopted for the signal analysis – such
as the pulse integration with the goal of extracting the energy
deposited in the detectors, or the constant fraction discrimination
for determining the pulses' timing properties – are all well
established techniques, thus we do not find it necessary to enter
their description. Consequently, we will focus on the technical
aspects of the more specific methods that were found to perform
very well for the wide variety of signals from different detectors, in
order to provide their documentation and ensure their reprodu-
cibility. Special emphasis will be put on the computational effi-
ciency of these procedures.

Selected examples of the signals from the detectors available at
n_TOF are shown throughout the paper. Regarding the previous
works on the signal analysis procedures adapted to the specific
types of detectors, the reader may consult Refs. [17–20], dealing
with NaI, HPGe, silicon and organic scintillation detectors,
respectively. We also refer the reader to an exhaustive compara-
tive analysis of many different pulse shape processing methods
comprehensively covered in Ref. [21], and to the references con-
tained therein.
2. Pulse recognition

2.1. Signal derivative

The central procedure in the pulse recognition is the con-
struction of the signal derivative d. We use the following defini-
tion:

di �
Xmin½N;i;P�1� i�

j ¼ 1

ðsiþ j�si� jÞ ð1Þ

that takes advantage of integrating the signal s at both sides of the
i-th point at which the derivative is to be calculated. P is the total
number of points composing the recorded signal. The points are
enumerated from 0 to P�1, which is a convention used
throughout this paper, unless explicitly stated otherwise. A step-
Fig. 1. Illustration of the procedure for calculating the signal derivative from Eq. (1). The
dots). The behavior of the filter at signal boundaries is shown as well (blue and green do
referred to the web version of this paper.)
size N is the default number of points to be taken for integration.
As illustrated by Fig. 1, this procedure formally resembles a con-
volution between the signal and a see-saw-shaped filter function
of unit height, up to the boundary effects regulated by the upper
summation bound from Eq. (1). Evidently, when the step-size N is
adjusted so as to be wider than the period of noise in the signal
(and narrower than the characteristic pulse length), the procedure
acts as a low-pass filter, improving the signal-to-noise ratio in the
derivative.

The number of operations required by the straightforward
implementation of this algorithm is proportional to N � P, making
such approach computationally inefficient. Fortunately, recursive
relations may be derived for calculating the consecutive di terms,
making the entire procedure linear in the number of required
operations: OðPÞ. By defining the forward and backward sums Σ þ

i

and Σ�
i , respectively, as:

Σ7
i �

Xmin½N;i;P�1� i�

j ¼ 1

si7 j ð2Þ

the derivative may be rewritten as: di ¼Σ þ
i �Σ �

i . The initial
values Σ þ

0 ¼ 0 and Σ �
0 ¼ 0 follow directly from Eq. (1). The

recursive relations for subsequent pairs of Σ þ
i and Σ �

i are given in
Table 1, being listed according to the boundary effects.

2.2. Derivative crossing thresholds

In order to recognize the presence of the pulses in the overall
signal, their derivative must cross certain predefined thresholds.
These thresholds need to be set in such a way as to reject most of
filter of step-size N (red dots) is applied to the artificially constructed signal (open
ts). (For interpretation of the references to color in this figure caption, the reader is
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Fig. 2. Top panel (a): example of the digitized signal from MicroMegas detector.
Bottom panel (b): its derivative calculated from Eq. (1).
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the noise, but not to discard even the lowest pulses. Therefore,
they must be adaptively brought into connection with the level of
the noise characteristic of the current waveform, which is best
expressed through the root mean square (RMS) of the noise. Fig. 2
shows an example of one of the most challenging signals for this
task, the signal from a MicroMegas detector. Top panel (a) shows
the selected fraction of an actual recorded signal, with the stron-
gest pulse corresponding to an intense γ-flash caused by the
proton beam hitting the spallation target, while the bottom panel
(b) shows its derivative calculated from Eq. (1). This signal is
heavily affected by the random beats which do not qualify as the
pulses of interest to any meaningful measurement (by beats we
consider the coherent noise resembling acoustic beats, as shown
in Fig. 2 and later in Fig. 10). Several tasks are immediately evident.
First, the pulses themselves must be excluded from the procedure
for determining the derivative thresholds, since they can only
increase the overall RMS, thus leading to a rejection of the lowest
pulses. However, the pulses can not be discriminated from the
noise before the thresholds have been found. Second, the beats
must not be assigned to the noise RMS, since they are only
sporadic and can also only lead to an unwanted increase in
thresholds. Finally, in some cases one can not even rely on the
assumption of a fixed number of clear presamples before the first
significant pulse, such as the initial γ-flash pulse. This is the case in
measurements with high activity samples, when their natural
radioactivity causes a continual stream of pulses, independent of
the external experimental conditions. Another example is the
intake of waveforms for certain calibration purposes, when no
external trigger is used and signals are recorded without any
guarantee of clear presamples. In order to meet all these chal-
lenges, the procedure of applying the weighted fitting to the
modified distribution of derivative points is used. It may be
decomposed into four basic steps, described throughout this
section.

Step 1: build the distribution (histogram) of all derivative
points. As Fig. 2 shows, all the points from the derivative baseline
are expected to group around the value 0, forming a peak char-
acterized by the RMS of the noise. On the other hand, the points
from the sporadic pulses and/or beats are expected to form the
long tails of the distribution. Since the central peak of the dis-
tribution carries the information about the sought for RMS, it
needs to be reconstructed by means of (weighted) fitting.

A technicality is related to the treatment of the central bin,
corresponding to the derivative value 0. It has been observed that
in certain cases an excessive number of points is accumulated in
this bin, making it reach out high above the rest of the distribu-
tion. Depending on the specific signal conditions, this feature has
proven to be either beneficial or detrimental to the quality of the
fitting procedure. Therefore, the content Nc of the central (c-th) bin
is replaced by:

Nc -

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nc �

Nc�1þNcþ1

2

r
ð3Þ

i.e. by the geometrical mean between the initial content and the
arithmetic mean of the neighboring bins. Since the geometric
mean is biased towards the smaller of the averaged terms, this
solution was selected in an attempt of finding an ideal compro-
mise between retaining the signature of the original bin content
and bringing it down towards the main fraction of the histogram.
It was found that after this modification the RMS of the fitted
distribution is very well adjusted to the derivative baseline in both
cases: when the initial bin content would have worked either to
the advantage or the detriment of the fitting procedure.

Step 2: adjust the histogram range. After building the initial
distribution, taking into account all derivative points and adjusting
the central bin, the histogram range is reduced by cutting it
symmetrically around 0 until 10% of its content has been dis-
carded. This procedure helps in localizing the relevant part of the
distribution by rejecting the sporadic far-away points, thus limit-
ing the range of the distribution from �dmax to dmax, which will be
of central importance in defining the weights for the weighted
fitting.

Step 3: emphasize the central peak. One must consider that
even with appropriate weights, the fitting might still be heavily
affected by the long tails of the distribution, increasing the final
extracted RMS. In order to compensate for this effect, the central
peak is better pronounced by exponentiating the entire distribu-
tion, i.e. by replacing the content Ni of the i-th histogram bin by
the following value:

Ni - eNi �1 ð4Þ

This procedure affects the width of the central peak, narrowing it
somewhat when there are no significant tails. The lower extracted
RMS is preferred over the higher one, in order for the derivative
thresholds not to reject the lowest pulses. As it will be explained
later, the accidental triggering of lower thresholds by the noise
will be discarded by the appropriate pulse elimination procedure.
Before exponentiating the histogram content, care must be taken
to rescale it appropriately – e.g. by scaling the distribution peak to
unity – in order to avoid the potential numerical overflow. Fur-
thermore, a consistent normalization is crucial in making the
procedure insensitive to the length of the recorded signal (i.e. the
initial height of distribution), since the exponentiation is nonlinear
in the absolute number of counts Ni.

Step 4: perform the weighted fitting so as to best reconstruct
the central peak. The remaining distribution is fitted to a Gaussian
shape explicitly assumed to be centered at 0, by minimizing the
following expression:

Ximax

i ¼ imin

Wi Ni�Ae� x2i =ð2Δ
2Þ

� �2
ð5Þ

where xi is the abscissa coordinate of the i-th bin, such that ximin

¼ �dmax and ximax ¼ dmax. Parameters A and Δ are to be determined
by fitting. At the end of the procedure, Δ is identified with the RMS
of the central peak, i.e. with the RMS of the noise in the derivative.
The selection of a Gaussian as a prior is justified by the Central
Limit Theorem, applied to a sum of random noise values from Eq.
(1). Central to the fitting are the weights Wi, which have been
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selected to follow the Gaussian dependence:

Wi ¼ e� x2i =ð2Λ
2Þ ð6Þ

with a standard deviation Λ. By an empirical optimization it was
set to Λ¼ dmax=4. These weights efficiently suppress the impact
from the tails of the distribution, while giving precedence to the
central peak. For the fitting a Levenberg–Marquardt algorithmwas
adopted, as described in Ref. [22]. Fig. 3 shows the distribution of
derivative points from Fig. 2, together with the central peak
reconstruction by means of the weighted fitting.

While the weighted fitting is beneficial for rejecting the long
tails of the distribution, the unweighted fitting has been found
more appropriate for very narrow distributions covering only a
few histogram bins. Due to the low number of bins and rapidly
decreasing weighting factors, the weighted fitting procedure is
then sensitive only to the narrow top of the distribution, which is
effectively treated as flat, yielding an outstretched fit. Therefore,
the unweighted fitting to the Gaussian shape from Eq. (5) is also
performed. In addition, the RMS of the distribution is calculated
directly as: RMS2 ¼ Pimax

i ¼ imin
Nix2i =

Pimax
i ¼ imin

Ni. The lowest of the
three results – from the weighted fitting, unweighted fitting and
the direct calculation – is kept as the final one. The additional
fitting and the direct calculation also serve as a contingency in
case either of the fitting procedures fails to properly converge.

2.3. Pulse discrimination

From the derivative noise RMS extracted by one of the pre-
viously described procedures, the default values for the derivative
crossing thresholds have been selected as 73:5� RMS, due to the
fact that this range corresponds to 99.95% confidence interval
under the assumption of normally distributed noise. Since the
order of crossing these thresholds (together with some later ana-
lysis procedures) depends on the pulse polarity, all signals are
treated as negative. This means that the signals are inverted, i.e.
multiplied by �1, if expected to be positive from an external input
parameter.

Differentiating the unipolar pulse leads to a bipolar pulse in the
derivative. Therefore, the derivative of the negative unipolar pulse
must, ideally, make 4 threshold crossings in this exact order:
lower–lower–upper–upper. However, in case of the lowest pulses
or very high pileup, the integration procedure from Eq. (1) may
flatten the final derivative, not causing the second threshold
crossing. Hence, the principle of 4 threshold crossings was relaxed
in order to facilitate the recognition of these pulses. Thus, crossing
a single threshold suffices to trigger the pulse recognition. How-
ever, if both thresholds are crossed in the order lower–upper, a
single pulse is recognized, instead of two. In summary, these are
the threshold crossing possibilities that mark the presence of the
pulse: lower–lower (without the subsequent upper crossing),
upper–upper (without the previous lower crossing) and lower–
lower–upper–upper. After initially locating the pulses between the
points of the first and the last threshold crossing, their range is
further extended until the derivative reaches 0 at both sides,
unless there are neighboring pulses in line preventing the
expansion.

The thresholds being low enough not to reject the lowest
pulses will, from time to time, be accidentally triggered by the
noise. These occurrences are dealt with by a set of elimination
conditions, which are determined by means of the external input
parameters. These conditions include the lower and upper limit for
the pulse width, the lower limit for the pulse amplitude and the
lower and upper limit for the area-to-amplitude ratio. The first
elimination, based only on the pulse width, is performed imme-
diately after the pulse recognition procedure. The final elimination,
based on the pulse amplitudes and areas, may only be performed
at a later stage, after the signal baseline has been calculated.
However, it is paramount that the first stage of elimination be
performed at this point, since several later procedures, such as the
baseline calculation, depend on the reported pulse candidates. In
case of an excessive number of falsely recognized pulses, the
quality of procedures relying on the reported pulse positions may
be compromised.

Fig. 4 shows an example of a demanding case of pileup, where
two pulses are successfully resolved. The top panel (a) shows the
actual signal, with the red envelope confining separate pulses. The
bottom panel (b) shows the optimized signal derivative crossing
the thresholds, triggering the pulse recognition. It also illustrates
the importance of optimizing the step-size for calculating the
derivative from Eq. (1), since a further increase in step-size
(dashed line) would flatten the derivative at the point of the sec-
ond crossing, preventing the separation of two pulses from panel
(a). For visual purposes, two displayed derivatives were normal-
ized so that their thresholds coincide.
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The described pulse recognition technique was found to per-
form very well for signals from a wide variety of detectors in use at
n_TOF. The example from Fig. 4 confirms that with optimized
parameters the procedure is able to resolve quite demanding
pileups. Due to the relaxed threshold crossing conditions, it is also
quite sensitive even to the lowest pulses, barely exceeding the
level of the noise. Since the same sensitivity characterizing the
pulse recognition procedure sporadically leads to an accidental
threshold crossing due to noise, an elimination procedure has
been implemented alongside it.

2.4. Multiple polarities

The adopted pulse recognition procedure lends itself easily to
signals that exhibit pulses of both polarities. In this case two
derivative passes should be made – one over the regular deriva-
tive, one over the inverted one (multiplied by �1). Quite often, the
reported pulse candidates from two passes will overlap, since the
part of a real pulse from one pass will act as a false candidate
within the other pass. The pulse candidates from two passes
should be analyzed independently and then submitted to the pulse
elimination algorithm. It was observed that even the quite relaxed
elimination conditions successfully reject the false candidates
from the selection of overlapping pulses.

2.5. Bipolar pulses

An additional pulse range adjustment procedure was imple-
mented in order to accommodate bipolar pulses. Since the end of
the pulse is determined by the derivative reaching 0 after the first
unipolar part of the pulse, the recognition of bipolar pulses stops
at the extremum of the second pole. However, once the signal
baseline has been calculated, the boundary of the pulse may be
shifted towards the point of the baseline crossing, keeping only
the first pole of the pulse or fully covering both of them. In case of
two immediate but not piled-up bipolar pulses, the first one ends
at the extremum of its own second pole, where the next pulse is
immediately recognized to start, due to the behavior of the deri-
vative d. Therefore, the starting points of the pulses need to be
adjusted (with respect to the calculated baseline) in accordance
with the requirements of a specific signal, so that the finally
determined range of the second pulse does not start prematurely,
preventing also the (optional) expansion of the first pulse.
3. Baseline

Three different baseline methods have been implemented, that
may all be used within the same waveform, depending on the
signal behavior. These are the constant baseline, the weighted
moving average and the moving maximum. The use of the moving
maximum is usually related only to the first part of the waveform,
when the effect of the γ-flash upon the signal is extreme (there is
also an alternative method of subtracting the baseline distortion
pulse shape, designed for this region). Moving average is also
related to the baseline distortion by γ-flash, however it is often the
most appropriate method to be used throughout the entire
waveform, especially if the baseline exhibits slow oscillations.
Constant baseline is suitable only after the baseline has been fully
restored after the initial γ-flash, or if the detector response to
external influences is remarkably stable.

3.1. Constant baseline

A constant baseline is calculated as the average of all signal
points between the pulse candidates reported by the pulse
recognition procedure. In this way any need for an iterative pro-
cedure is avoided, while the baseline remains unaffected by the
actual pulses.

3.2. Weighted moving average

The moving average is the appropriate method for determining
the baseline whenever the clear information about the baseline is,
in fact, available, i.e. when the uninterrupted portions of the
baseline may indeed be found within the signal. The following
definition is used for the weighted moving average:

Bi �

Pmin½iþN;P�1�

j ¼ max½0;i�N�
sjwj 1þ cos ðj� iÞπ

N

h in o

Pmin½iþN;P�1�

j ¼ max½0;i�N�
wj 1þ cos ðj� iÞπ

N

h in o ð7Þ

with N as the number of points (referred to as the window para-
meter) at each side of the i-th one to be taken for averaging the
signal s, composed of the total of P points. It should be noted that
the averaging window is 2Nþ1 points wide. The weighting kernel
is given by the cosine (i.e. Hann [23]) window, with additional
weighting factors wi that are equal to the number of uninterrupted
points within a given stretch of the baseline. Inside the reported
pulse candidates, these weights should be much lower than unity
(wi⪡1), so as to exclude the pulses from the baseline calculation.
However, a finite non-zero value is required, in order to avoid
division by zero in case the averaging window is completely
contained within the pulse. For the weighting factors inside the
pulses we have adopted the value 10�6. More precisely, for Q as
the total number of pulses identified inside the waveform – with
αq and βq denoting the first and the last index of the q-th pulse
ðqA ½1;Q �Þ, respectively – the weighting factors are defined as:

wi ¼
10�6 if iA ½αq;βq� for any qA ½1;Q �
αqþ1�βq�1 if iA 〈βq;αqþ1〉 for any qA ½0;Q �

8<
: ð8Þ

where β0 ¼ �1 and αQ þ1 ¼ P. Evidently, the window parameter N,
given as an external parameter, should be large enough to connect
the baseline at both sides of the widest pulse or the widest
expected chain of piled-up pulses. The initial elimination of falsely
recognized pulses (based on their widths) also plays a role in this
procedure, since every reported pulse interrupts the baseline,
affecting the weighting factors w. Still, the procedure is quite
robust against this change of the weighting factors.

The form of the summation bounds from Eq. (7) properly takes
into account the boundary cases, when the averaging window
reaches the edges of the signal. Once again, the straightforward
implementation of the algorithm for evaluating Eq. (7) is of OðN �
PÞ computational complexity. Hence, recursive relations have been
derived, which provide a linear dependence in the number of
operations for calculating the baseline throughout the entire
waveform: OðPÞ. We define the following terms:

K ðλÞ
i �

Xmin½iþN;P�1�

j ¼ max½0;i�N�
λj

CðλÞ
i �

Xmin½iþN;P�1�

j ¼ max½0;i�N�
λj cos ðj� iÞπ

N

h i

SðλÞi �
Xmin½iþN;P�1�

j ¼ max½0;i�N�
λj sin ðj� iÞπ

N

h i
ð9Þ

allowing to rewrite Eq. (7) as:

Bi ¼
K ðswÞ
i þCðswÞ

i

K ðwÞ
i þCðwÞ

i

ð10Þ



Table 2
List of recursive relations for evaluating the baseline from Eq. (7). The involved
terms are defined by Eq. (9). The separate cases refer to the position of the
averaging window, defined by the window parameter N, relative to the edges of the
waveform composed of P points. Constants κc � cos π

N and κs � sin π
N have been

introduced for the efficiency of the calculation.

Window protrudes at the beginning of the waveform
i�Nr0 and iþNrP�1

K ðλÞ
i ¼ K ðλÞ

i�1þλiþN

CðλÞ
i ¼ κc � CðλÞ

i�1þκs � SðλÞi�1�λiþN

SðλÞi ¼ κc � SðλÞi�1�κs � CðλÞ
i�1

Window is contained within the waveform
i�N40 and iþNrP�1

K ðλÞ
i ¼ K ðλÞ

i�1�λi�1�NþλiþN

CðλÞ
i ¼ κc � CðλÞ

i�1þκs � SðλÞi�1þκc � λi�1�N�λiþN

SðλÞi ¼ κc � SðλÞi�1�κs � CðλÞ
i�1�κs � λi�1�N

Window protrudes at the end of the waveform
i�N40 and iþN4P�1

K ðλÞ
i ¼ K ðλÞ

i�1�λi�1�N

CðλÞ
i ¼ κc � CðλÞ

i�1þκs � SðλÞi�1þκc � λi�1�N

SðλÞi ¼ κc � SðλÞi�1�κs � CðλÞ
i�1�κs � λi�1�N

Window protrudes at both ends of the waveform
i�Nr0 and iþN4P�1

K ðλÞ
i ¼ K ðλÞ

i�1

CðλÞ
i ¼ κc � CðλÞ

i�1þκs � SðλÞi�1

SðλÞi ¼ κc � SðλÞi�1�κs � CðλÞ
i�1

Artificial signal
Forward maximum
Backward maximum
Combined maximum
Tightened envelope

Fig. 6. Proof of concept for finding the upper signal envelope by combining the
forward and backward moving maximum. The tightened envelope is also shown.
The signals have been artificially constructed.
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where the notation λ¼ sw implies: λj ¼ sjwj. Initial values K
ðλÞ
0 , CðλÞ

0

and SðλÞ0 are to be calculated directly from Eq. (7). The recursive
relations for calculating all subsequent terms are listed in Table 2,
according to the position of the averaging window, relative to the
waveform boundaries. It should be noted that the efficient calcu-
lation requires the terms cos π

N and sin π
N to be treated as con-

stants and calculated only once, instead of repeating the calcula-
tion at each step. Fig. 5 shows two examples of the performance of
the described baseline procedure.

3.3. Moving maximum

The following baseline procedure is appropriate when the
information about the signal baseline has been (almost)
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Fig. 5. Independent examples of the adaptive baseline calculated using the
weighted moving average procedure from Eq. (7).
completely lost due to the sequential and persistent pileup of
pulses, while the baseline itself is known not to be constant and no
other a priori knowledge about it is available (example given later
in Fig. 7). In this case the best, if not the only assumption to be
made is that the baseline follows the signal envelope, defined by
the dips between the pulses, especially those that manage to reach
most deeply toward the true baseline. Since all signals are treated
as negative, as stated before, the upper envelope needs to be
found. This may me done by constructing two moving maxima –

one that we refer to as the forward maximum, the other as the
backward maximum – and taking the minimum of the two at each
point of the signal (the advantages of this kind of competitive
approach have already been explored in the past [24]). We define
the forward maximum at i-th point as the maximal signal value
from a moving window of N points before the i-th one, with
backward maximum as the maximal value from the window of N
points after the i-th one:

MðforwardÞ
i ¼max½smax½0;i�Nþ1�;…; si�

MðbackwardÞ
i ¼max½si;…; smin½iþN�1;P�1�� ð11Þ

As before, P is the total number of points in the waveform, with N
as the external input parameter. The upper envelope – following
closely the upper edge of the signal, thus defining the baseline B –

may simply be obtained by taking the pointwise minimum:

Bi �min MðforwardÞ
i ;MðbackwardÞ

i

h i
ð12Þ

Fig. 6 illustrates the proof of the concept on artificially constructed
signals. The straightforward implementation of this procedure is
again of OðN � PÞ computational complexity. Therefore, a very
elegant and efficient algorithm was adopted from Ref. [25], that
significantly speeds up the procedure, bringing it much closer to
the linear dependence: OðPÞ. A simplified version of the code from
Ref. [25], excluding the calculation of the moving minimum and
not requiring the deque data structure available in Cþþ , is
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presented in Table A1 from Appendix A. Thus obtained envelope
may be additionally tightened in order to obtain a smoother and
somewhat less artificial baseline. The tightening code, which is
more efficient than a quadratic one, is given in Table A2 from
Appendix A. Fig. 7 shows the result of this procedure on a selected
portion of a real signal from a gaseous 3He detector.

3.4. γ-flash removal

At neutron time-of-flight facilities the most common cause for
a baseline distortion is the induction of a strong pulse by an
intense γ-flash, which is released each time the proton beam hits
the spallation target. The response of certain detectors to the γ-
flash is remarkably consistent, which allows for a clear identifi-
cation of the distorted baseline. By properly averaging a multitude
of signals from an immediate vicinity of the γ-flash pulse, the
detector response to a γ-flash may be recovered in form of an
average baseline distortion pulse shape [26]. In effect, this pulse
shape serves as a priori knowledge of the baseline. In general, the
baseline offset may be changed for various reasons, e.g. by simply
adjusting the digitizer settings. Hence, if available, the shape of the
distorted baseline is subtracted from the signal only after identi-
fying and subtracting the primary baseline, which is – for obvious
reasons – best found as the constant baseline offset. The posi-
tioning of the distorted baseline within the signal is performed
relative to the γ-flash pulse, by fitting the externally selected
portion of the pulse shape to a leading edge of the γ-flash pulse.
The fitting routine, which is the same as for the regular pulses, is
described in Section 4. Fig. 8 shows an example of the adjustment
of a distorted baseline to a signal from a MicroMegas detector,
clearly revealing the true pulses rising above the baseline, thus
providing access to the low time-of-flight, i.e. the high-neutron-
energy region.
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Fig. 7. Example of the signal from a gaseous 3He detector, that requires the
reconstruction of the upper envelope in order to identify the baseline. The envelope
is shown both before and after the tightening procedure.
4. Pulse shape analysis

After baseline subtraction, the amplitude, area, status of the
pileup and timing properties such as the time of arrival are
determined for each pulse. Three different methods are available
for finding the amplitudes: search for the highest point, parabolic
fitting to the top of the pulse and a predefined pulse shape
adjustment. By pulse shape we refer to the template pulse of a
fixed form, given by the tabulated set of points ðti;piÞ, with ti as the
time coordinate of the i-th point and pi as its height (i.e. the pulse
shape value). The optimal pulse shape is best obtained by aver-
aging a large number of real pulses. Several example procedures
for excluding unreliable pulses from the pulse shape extraction
may be found in Ref. [19].

Though the pulse shape fitting is generally the most appro-
priate method for pulse reconstruction, it may not always be
applicable, especially if the detector exhibits pulses of strongly
varying shapes. This is often the case with gaseous detectors,
when the shape and length of the pulse depend on the initial point
of ionization and/or the details of the particle trajectory inside the
gas volume. The area under the pulse may be calculated by simple
signal integration or from a pulse shape fit, if the latter option has
been activated by means of the external input parameter. Finally,
extraction of the timing properties relies on the digital imple-
mentation of the constant fraction discrimination, with a constant
fraction factor of 30%.

4.1. Pulse shape fitting – the numerical procedure

Pulse shape fitting is a well established method [19–21].
However, its straightforward implementation is of Oðn2Þ
computational complexity – with n as the number of points
comprising a typical pulse – whereas our adopted procedure
requires only Oðn log nÞ operations per pulse. It is important to
note that any pulse shape from the following procedure is of
the same sampling rate as the analyzed signal. If there is an
initial mismatch between the sampling rates of the externally
delivered pulse shape and the real signal, the pulse shape is first
synchronized to the signal by means of linear interpolation.

Let us consider the predefined (and already synchronized)
pulse shape p, consisting of N points, with the M-th one as the
highest point (0rMrN�1). For a given pulse within the ana-
lyzed signal, the left and right fitting boundaries L and R are
determined. These may correspond to the pulse boundaries com-
ing directly from the pulse recognition procedure or may be fur-
ther modified, depending on the pulse requirements. The pulse
shape is shifted along the pulse, so that at each step the M-th pulse
shape point is aligned with an i-th pulse point, where i is confined
by the fitting boundaries: iA ½L;R�. At every position the least
squares optimization is performed by minimizing the sum or
residuals:

Ri �
Xmin½R;iþN2 �

j ¼ max½L;i�N1 �
ðsj�αipj� iþN1

Þ2 ð13Þ

where by N1 and N2 we have introduced the number of pulse
shape points at each side of the M-th one:

N1 ¼M

N2 ¼N�1�M ð14Þ

At each alignment position an optimal multiplicative factor αi is
found from the minimization requirement: ∂Ri=∂αi ¼ 0. Introdu-
cing the following terms:

Si �
Xmin½R;iþN2 �

j ¼ max½L;i�N1 �
s2j

Pi �
Xmin½R;iþN2 �

j ¼ max½L;i�N1 �
p2j� iþN1

Ci �
Xmin½R;iþN2�

j ¼ max½L;i�N1 �
sjpj� iþN1

ð15Þ

the optimal αi may be expressed as:

αi ¼
Ci

Pi
ð16Þ

The quality of the fit is evaluated at each alignment point by
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Fig. 8. Adjustment of a distorted baseline to a signal from a MGAS detector. The
horizontal adjustment is performed relative to the initial, γ-flash pulse. The primary
(vertical) offset is identified by the constant baseline procedure.

Table 3
List of recursive relations for calculating the sums from Eq. (15). Different cases
cover all possible combinations of summation bounds.

Pulse shape is contained within the pulse
i�N14L and iþN2rR
Si ¼ Si�1�s2i�1�N1

þs2iþN2

Pi ¼ Pi�1

Pulse shape protrudes at the beginning of the pulse
i�N1rL and iþN2rR
Si ¼ Si�1þs2iþN2

Pi ¼ Pi�1þp2L� iþN1

Pulse shape protrudes at the end of the pulse
i�N14L and iþN24R
Si ¼ Si�1�s2i�1�N1

Pi ¼ Pi�1�p2R� iþ1þN1

Pulse shape protrudes at both ends of the pulse
i�N1rL and iþN24R
Si ¼ Si�1

Pi ¼ Pi�1þp2L� iþN1
�p2R� iþ1þN1

Fig. 9. Signal from a NaI detector characterized by a high density of piled-up
pulses. The signal reconstructed by means of pulse shape fitting consists of the
fitted and superimposed pulse shapes. Inset shows one of the three pulse shapes
used, each adjusted to a given amplitude range.
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Fig. 10. Example of the pulse rejection capabilities, based only on the calculated
discrepancy between the signal and the adjusted pulse shape.
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means of a reduced χ2:

χ2
i p

Ri

min½R; iþN2��max½L; i�N1�þ1ð Þ�2

¼ Si�C2
i =Pi

min½R; iþN2��max½L; i�N1��1
ð17Þ

where the number of points taken by the fit is reduced by 2 due to
2 degrees of freedom: the horizontal and vertical alignment. A fit
with a minimal reduced χ2 is taken as the best result.

Equation (15) reveals Oðn2Þ nature of the procedure, with n
typically n� R�L. However, recursive relations for the terms Si
and Pi may be obtained, allowing for their calculation using only
OðnÞ operations. These relations are listed in Table 3, according to
the manner in which the pulse shape and the fitted portion of the
pulse are overlapped. By defining the term-wise inverted array ~p
as ~pi ¼ pðN�1Þ� i, it becomes evident that the final Ci term from Eq.
(15) formally corresponds to a convolution of the partial signal s
and a pulse shape p. In order to calculate Ci at each alignment
point in a least number of operations possible, a Fast Fourier
Transform algorithm – of Oðn log nÞ computational complexity –

was adopted directly from Ref. [22].
Once the best pulse shape alignment has been found by means

of a minimal reduced χ2, the pulse shape is resampled by linear
interpolation, constructing the set of 2K intermediate pulse shapes
pðkÞ ðk¼ 71;…; 7KÞ. In symbolic and self-evident notation, these
intermediate terms may be defined as:

p kð Þ
i ¼ piþk= Kþ1ð Þ ð18Þ

Evidently, one may treat the initial pulse shape p as the ð2Kþ1Þ-th
member pð0Þ, allowing to establish the uninterrupted indexing by
kA ½�K ;K�. For intermediate pulse shapes the least squares
adjustment by minimization of the associated Eq. (13) is per-
formed only at the point of the best alignment of the initial pulse
shape pð0Þ, calculating the associated members from Eq. (15) by
direct summation. The adjustment producing a minimal reduced
χ2 (for any kA ½�K;K�) is kept as the final result. The value K¼4
has been adopted for the PSA framework described in this work.
4.2. Pulse shape fitting – the saturated pulses

An important feature of the adopted pulse shape fitting rou-
tines is the exclusion of saturated points from the fitting proce-
dure. Here, saturation is defined by the recorded signal reaching
the boundaries of the data range (i.e. the minimal or maximal
channel) supported by the data acquisition system (example in
Fig. 2). The saturation management may be directly implemented
in Eq. (13) through the introduction of appropriate weighting
factors θi, taking the values 0 or 1:

Ri �
Xmin½R;iþN2 �

j ¼ max½L;i�N1 �
θj � ðsj�αipj� iþN1

Þ2 ð19Þ

The weighting factors are given as θi ¼Θðsi; smin; smaxÞ, where we
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have introduced the following useful function:

Θðsi; smin; smaxÞ �
1 if sminosiosmax

0 otherwise

�
ð20Þ

Following the same procedure as for obtaining the expressions
from Eq. (15), one arrives at the following generalized terms:

Si �
Xmin½R;iþN2 �

j ¼ max½L;i�N1 �
θjs2j

Pi �
Xmin½R;iþN2 �

j ¼ max½L;i�N1 �
θjp2j� iþN1

Ci �
Xmin½R;iþN2 �

j ¼ max½L;i�N1�
θjsjpj� iþN1

ð21Þ

and to the corresponding expression for the reduced χ2:

χ2
i p

Ri

Pmin½R;iþN2�

j ¼ max½L;i�N1 �
θj�2

ð22Þ

The drawback of this generalization is immediately evident: the Pi
term from Eq. (21) has become a convolution, in the same way as
the Ci term, thus requiring the application of a Fast Fourier
Transform, as opposed to the less computationally expensive
recursive relations from Table 3 (recursive relations completely
analogous to those from Table 3 may now be used only for the Si
term). Furthermore, under the assumption of properly set para-
meters of the data acquisition system, the saturated pulses are
expected to appear only very rarely. For this reason it is advisable
to keep the separate approaches – the one from Eq. (13) for
unsaturated pulses and the one from Eq. (19) for saturated pulses
– instead of applying the generalized and more computationally
expensive procedure to both types of pulses.

4.3. Pulse shape fitting – the quality control

Multiple pulse shapes may be provided as input to the pro-
gram. In this case the pulse shape adjustment is performed for
each pulse shape separately and among all fits, the one with the
minimal reduced χ2 is kept. Allowing for the intake of multiple
pulse shapes is not only beneficial to detectors exhibiting con-
siderably differing pulses, but was also found specially suitable
when the shape of the pulse varies slightly with its amplitude.
Hence, among multiple pulse shapes that may be delivered, each
may be best suited to a certain amplitude range. In addition, after
each adjustment a fitted pulse shape is subtracted from the signal
before proceeding to the next pulse in line. Thus, the pulse shape
fitting is fully able to account and correct for pileup effects. Fig. 9
shows an example of a demanding signal from a NaI detector –

exhibiting a persistent pileup of bipolar pulses – and a complete
signal reconstruction by means of pulse shape fitting. Three
separate pulse shapes were used, each adjusted to a given
amplitude range. One is shown in an inset of Fig. 9.

An additional pulse shape fitting control was implemented in
form of discrepancy – a quantity similar to the reduced χ2. Let the
fitted pulse shape f be aligned with the pulse in the original signal
s, so that the index-to-index correlation si2f i is established (we
remind that the optimal pulse shape alignment is determined
during the fitting procedure). For the total of Q pulses, let αq and
βq be the indices of the first and the last point of the q-th pulse
ðqA ½1;Q �Þ in the signal. Similarly, let Aq and Bq be the first and the
last index of the pulse shape aligned to the q-th pulse. The dis-
crepancy Dq for the q-th pulse is calculated taking into account all
the pulse shape points around the fitted pulse – even if they are
outside the fitting range – as long as the pulse shape does not
intrude into any of the neighboring pulses. In addition, the fitted
pulse shape point fi is taken into account if and only if it is
between the signal saturation boundaries smin and smax, even if the
signal si itself is saturated. An explicit expression for the dis-
crepancy Dq takes the form:

D2
q �

Pmin Bq ;αqþ 1�1½ �
i ¼ max Aq ;βq�1 þ1½ �Θ f i; smin; smax

� �� ðsi � f iÞ2

h2 �Pmin Bq ;αqþ 1�1½ �
i ¼ max Aq ;βq�1 þ1½ �Θ f i; smin; smax

� � ð23Þ

with β0 ¼ �1 and αQ þ1 ¼ P (where P is the total number of points
comprising the signal s). The Θ-function is defined by Eq. (20)
(note fi in place of the first argument). If the discrepancy exceeds
the preset threshold value, which is set as an external input
parameter, the fit is rejected.

Central to the scaling of Dq is the pulse height h determined
directly from the highest point of the baseline-corrected signal;
not from the height of the fitted pulse shape. As opposed to χ2, the
discrepancy has the following advantages:

� Due to the pulse height h replacing the signal baseline RMS, the
high pulses – which are well discriminated from the baseline –

are clearly favored by the lower discrepancy values, while the
fits to the lower pulses are more susceptible to rejection.

� In case of any systematic difference between the given pulse
shape and the pulses in the signal, the terms si� f i from Eq. (23)
scale with the pulse height h; scaling the discrepancy by the
same factor compensates for this effect, canceling the negative
bias towards the higher pulses.

In addition, adopting the condition expressed through the Θðf i;
smin; smaxÞ term helps in rejecting the exaggerated fits to severely
saturated pulses, such as the ones caused by an intense γ-flash.
When such pulse is saturated for a longer time than a regular
pulse would be, only the steep leading edge of the pulse is fitted,
due to the exclusion of the saturated points. By rejecting these fits,
a subtraction of the overscaled pulse tails is avoided during the
pileup correction procedure.

Fig. 10 shows an example of the powerful pulse rejection cap-
abilities, based only on the properly set discrepancy threshold. The
single fitted pulse is clearly meaningful, since it significantly
deviates from the envelope of the noise. Initially, each of the signal
oscillations within a beat is recognized as a potential pulse. Since
the shape of these false pulses is incompatible with the given
pulse shape, the calculated discrepancy is large and the fit is
rejected.
5. Conclusions

The most prominent features of the new pulse shape analysis
framework developed for the n_TOF-Phase3 have been described,
including the pulse recognition, the baseline calculation and the
pulse shape fitting procedures. The pulse recognition relies on the
calculation of a custom derivative, as a difference between the
signal integrals from both sides of a given point. A supporting
procedure for defining the derivative crossing threshold was also
described, which isolates the approximate root mean square of the
derivative baseline, effectively rejecting the contribution from the
beats and actual pulses, while avoiding the dependence on the
well defined number of clear presamples.
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Three different baseline calculation procedures have been adopted.
The simplest one is the constant baseline, which requires a single pass
through a signal, without any need for iterative techniques. One of two
adaptive baseline options relies on the weighted averaging of the
signal, being appropriate when clear portions of the baseline are
indeed at hand. The second option is appropriate when this condition
is not met – due to persistent pileup of pulses, completely concealing
the baseline – and no a priori knowledge about the baseline is avail-
able. In this case the baseline is found as the upper signal envelope,
since all regular pulses are treated as negative. In case some a priori
knowledge of the baseline is available – coming from a consistent
detector response to an intense γ-flash – the baseline distortion may
be identified in a form of an appropriate pulse shape and may be
subtracted from the signal, but only after correcting for the primary
baseline offset.

The most basic implementations of previous procedures are of
OðN � PÞ computational complexity, with P as the total number of
points in a digitized signal waveform and N as a characteristic
filter width of arbitrary size. Single waveforms recorded by the
digital data acquisition system at n_TOF may, at present, reach the
order of magnitude of 108 points. Hence, the OðN � PÞ complexity
constitutes a significant performance issue that had no alternative
but to be resolved. Therefore, for all such procedures fast recursive
algorithms were implemented, bringing the computational com-
plexity to the OðPÞ, or at least to the approximate OðPÞ level. For
the reasons of computational efficiency the pulse shape fitting
routine was also described, though the procedure itself is well
established. By the virtue of a complete a priori knowledge of the
pulses, the pulse shape fitting procedure allows us to subtract the
adjusted pulse shapes from the signal, thus correcting for pileup
effects and restoring both the energy and timing resolution of the
detectors which are considerably affected by pileup.
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Table A1
Simplified version of the code from Ref. [25], adopted for the calculation of the moving
start_at and stop_at. Arrays max, max_forwards and max_backwards are to be initializ
the procedure, array max holds the signal envelope as the final result.

Forward maximum

1 #define MIN(a,b) ða
2 int i,U_first,U_
3 int U[(const int)(stop_a

4 U_first=0;
5 U_last=0;
6 U[U_first]=start_at;
7 for (i=start_at; io¼ stop_at; iþþÞ {
8 if U[U_first]==i–N)
9 U_first++;
10 while ðU_last4¼ U_first &&
11 signal½i�4¼ signal½U½U_last��Þ
12 U_last−−;
13 U½þ þ U_last� ¼ i;
14 max_forwards½i� ¼ signal½U½U_first��;
15 }

16 for ði ¼ start_at; io¼ stop_at; iþþÞ max[i]=MIN(m
Appendix A. Moving maximum code

Table A1 presents a computationally efficient Cþþ code for
finding the upper envelope of a signal. The code is a simplified
version of the one proposed in Ref. [25]. The array signal contains
the signal. The external parameters N, start_at and stop_at define,
respectively: the moving window width, the starting point and
stopping point (0rstart_at ostop_at rP�1) of the fraction of
the waveform to be taken into account. The arrays max, max_-
forwards and max_backwards are of the same length as the array
signal (thus establishing one-to-one correspondence between the
array terms; if necessary, the code can also be adjusted so as to use
only stop_at-start_atþ1 points for the array max and to com-
pletely avoid arrays max_forwards and max_backwards). At the
end of the procedure, the baseline, i.e. the signal envelope is stored
in array max.

Table A2 presents the code for tightening the envelope
obtained using the procedure from Table A1. The main inputs to
this code are an array x of positions of signal points and an array
max from the previous procedure. As before, arrays max_for-
wards and max_backwards are only used as convenient tempor-
ary storage. The code proceeds by identifying the nodes, which
define the locally steepest lines, when drawn from a previous
node. The set of nodes is, in general, different when searched from
the beginning or the end of the waveform. It was empirically
found that the initialization last_slope¼0 from line 16 is specially
favorable – in contrast to initializations to extreme values –

improving the quality of the tightened baseline. The nodes are
then checked for a maximum of the slope between them, within a
window of a preset width. If no node is contained within this
window, the next available node is used. It is to be noted from
lines 29 and 37 that the same moving window width N was used
for this procedure as for finding the initial (untightened) envelope.
From the results obtained by going forwards and backwards
through the waveform, a final tightened one is determined as the
pointwise maximum between the two.
maximum. Code input consists of the array signal and the integer parameters N,
ed in advance, having the same number of points as the array signal. At the end of

Backward maximum

ob?a :bÞ
last;
t–start_at+1)];

U_first=0;
U_last=0;
U[U_first]=stop_at;
for (i=stop_at; i4¼ start_at; i−−Þ {
if ðU½U_first� ¼¼ iþ NÞ
U_first++;

while ðU_last4¼ U_first &&
signal½i�4¼ signal½U½U_last��Þ

U_last−−;
U½þ þ U_last� ¼ i;
max_backwards[i] = signal[U[U_first]];
}

ax_forwards[i],max_backwards[i]);



Table A2
Code for tightening the signal envelope calculated by the code from Table A1. The final result is again stored in the array max, i.e. its contents are overwritten.

Forward tightening Backward tightening

1 #define MAX(a,b) ða4b?a : bÞ
2 int i,j,last,node,NODES;
3 int index[(const int)(stop_at−start_at+1)];
4 double slope,last_slope,past_slope,A,B;

5 index[0]=start_at; index[0]=stop_at;
6 NODES=1; NODES=1;
7 last_slope=−1.e300; last_slope=1.e300;
8 past_slope=−1.e300; past_slope=1.e300;
9 last=start_at; last=stop_at;
10 for (i=start_at+1; io¼ stopat; i++) { for (i=stop_at−1; i4¼ startat; i−−) {
11 slope ¼ ðmax½i�−max½last�Þ=ðx½i�−x½last�Þ; slope ¼ ðmax½i�−max½last�Þ=ðx½i�−x½last�Þ;
12 if ðlast_slope4past_slope && if ðlast_slopeopast_slope &&
13 last_slope4slopeÞ f last_slopeoslopeÞ f
14 index[NODES++]=i−1; index[NODES++]=i+1;
15 last=i−1; last=i+1;
16 last_slope=0; last_slope=0;
17 slope=(max[i]−max[last])/(x[i]−x[last]); slope=(max[i]−max[last])/(x[i]−x[last]);
18 g g
19 past_slope ¼ last_slope; past_slope ¼ last_slope;
20 last_slope ¼ slope; last_slope ¼ slope;
21 } }
22 index[NODES++]=stop_at; index[NODES++]=start_at;

23 last=0; last=0;
24 for (i=1; ioNODES; i++) { for (i=1; ioNODES; i++) {
25 if ði ¼¼ lastþ 1Þ f if ði ¼¼ lastþ 1Þ f
26 A=(max[index[i]]−max[index[last]])/ A=(max[index[i]]−max[index[last]])/
27 (x[index[i]]−x[index[last]]); (x[index[i]]−x[index[last]]);
28 node=i; node=i;
29 g else if ðindex½i�−index½last�o¼ NÞ f g else if ðindex½last�−index½i�o¼ NÞ f
30 slope=(max[index[i]]−max[index[last]])/ slope=(max[index[i]]−max[index[last]])/
31 (x[index[i]]−x[index[last]]); (x[index[i]]−x[index[last]]);
32 if ðslope4¼ AÞ f if ðslopeo¼ AÞ f
33 A=slope; A=slope;
34 node=i; node=i;
35 } }
36 g g
37 if ðindex½i�−index½last�4¼ N j j i ¼¼ NODES−1Þ f if ðindex½last�−index½i�4¼ N j j i ¼¼ NODES−1Þ f
38 B=max[index[last]]−Anx[index[last]]; B=max[index[last]]−Anx[index[last]];
39 for (j=index[last]; jo¼ index½node�; j++) for (j=index[last]; j4¼ index½node�; j−−)
40 max_forwards[j]=Anx[j]+B; max_backwards[j]=Anx[j]+B;
41 last=node; last=node;
42 i=last; i=last;
43 g g
44 } }

45
for (i=start_at; io ¼ stop_at; iþþÞ max[i]=MAX(max_forwards[i],max_backwards[i]);
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