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Abstract The production rates and the transverse momentonic scattering via Ravour creation and Ravour excitation
tum distribution of strange hadrons at mid-rapidity processes as well as in the subsequent shower evolution via
(ly] < 0.5) are measured in proton-proton collisions atgluon splitting. At low transverse momentuss pairs can
s = 13 TeV as a function of the charged particle multi- be produced via non-perturbative processes, as described for
plicity, using the ALICE detector at the LHC. The produc- instance in string fragmentation models, where the produc-
tion rates of I@ , ,and increase with the multiplicity tion of strangeness is suppressed with respect to light quark
faster than what is reported for inclusive charged particlesproduction due to the larger strange quark ma$sHow-
The increase is found to be more pronounced for hadronsver, these models fail to quantitatively describe strangeness
with a larger strangeness content. Possible auto-correlatiopsoduction in hadronic collisiongis].
between the charged particles and the strange hadrons areAn enhanced production of strange hadrons in heavy-ion
evaluated by measuring the event-activity with charged parollisions was suggested as a signature for the creation of
ticle multiplicity estimators covering different pseudorapid- a Quark-Gluon Plasma (QGP},B]. The main argument in
ity regions. When comparing to lower energy results, thehese early studies was that the mass of the strange quark is
yields of strange hadrons are found to depend only on thef the order of the QCD deconbPnement temperature, allow-
mid-rapidity charged particle multiplicity. Several featuresing for thermal production in the deconbPned medium. The
of the data are reproduced qualitatively by general purposifetime of the QGP was then estimated to be comparable
QCD Monte Carlo models that take into account the effect ofo the strangeness relaxation time in the plasma, leading
densely-packed QCD strings in high multiplicity collisions. to full equilibration. Strangeness enhancement in heavy-ion
However, none of the tested models reproduce the data quacellisions was indeed observed at the SPBgnd higher
titatively. This work corroborates and extends the ALICEenergies 10,11]. However, strangeness enhancement is no
Pndings on strangeness production in proton-proton collilonger considered an unambiguous signature for deconbne-
sions at 7 TeV. ment (see e.glpP)]). Strange hadron production in heavy-ion
collisions is currently usually described in the framework
of statistical-hadronisation (or thermal) modelS[14]. In
1 Introduction central heavy-ion collisions, the yields of strange hadrons
turn out to be consistent with the expectation from a grand-
The production rates of strange and multi-strange hadrons iceanonical ensembile, i.e. the production of strange hadrons
high-energy hadronic interactions are important observables compatible with thermal equilibrium, characterised by a
for the study of the properties of Quantum Chromodynamicg€ommon temperature. On the other hand, the strange hadron
(QCD) in the non-perturbative regime. In the simplest caseyields in elementary collisions are suppressed with respect
strange quarkssj in proton-proton (pp) collisions can be to the predictions of the (grand-canonical) thermal models.
produced from the excitation of the sea partons. Indeed, ithe suppression of the relative abundance of strange hadrons
the past decades a signibcant effort has been dedicated to thith respect to lighter Bavours was suggested to be, at least
study of the actual strangeness content of the nuclear wayartially, a consequence of the Pnite volume, which makes
function [1]. In QCD-inspired Monte Carlo generators basedthe application of a grand-canonical ensemble not valid in
on Parton Showers (PS2][the hard (perturbative) interac- hadron-hadron and hadron-nucleus interactions (canonical
tions are typically described at the Leading Order (LO). InsuppressionY[5P17]. However, this approach cannot explain
this picture thes quark can be produced in the hard par-the observed particle abundances if the same volume is

_— assumed for both strange and non-strange hadd@isihd
e-mail:alice-publications@cern.ch
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does not describe the system size dependence ofitteson,  resolution silicon tracking detectors. The innermost layers
a hidden-strange hadroh9, 20]. consist of two arrays of hybrid Silicon Pixel Detectors (SPD),
The ALICE Collaboration recently reported an enhancelocated at an average radial distanad 3.9 and 7.6 cm from
ment in the relative production of (multi-) strange hadrons ashe beam axis and coveriig| < 2.0 and| | < 1.4, respec-
a function of multiplicity in pp collisions at s=7 TeV [21]  tively. The SPD is also used to reconstruct tracklets, short
and in pPPb collisions atsyny = 5.02 TeV R2,23). Inthe  two-point track segments covering the pseudorapidity region
case of p-Pb collisions, the yields of strange hadrons relative | < 1.4. The outer layers of the ITS are composed of silicon
to pions reach values close to those observed in PbDPb coliitrips and drift detectors, with the outermost layer having a
sions at full equilibrium. These are surprising observationstadiusr = 43 cm. The TPC is a large cylindrical drift detec-
because thermal strangeness production was considered totbeof radial and longitudinal sizes of about 85r < 250 cm
a debning feature of heavy-ion collisions, and because norendS250 < z < 250 cm, respectively. It is segmented in
of the commonly-used pp Monte Carlo models reproducedadial Opad rowsO, providing up to 159 tracking points. It
the existing datad, 21]. The mechanisms at the origin of this also provides charged-hadron identibcation information via
effect need to be understood, and then implemented in thepecibc ionisation energy loss in the gas blling the detec-
state-of-the-art Monte Carlo generatask [ tor volume. The measurement of strange hadrons is based
In this paper, strangeness production in pp interacen Oglobal tracksO, reconstructed using information from the
tions is studied at the highest energy reached at the LHG,PC as well as from the ITS, if the latter is available. Further
s=13 TeV. We present the measurement of the yields andutwards in radial direction from the beam-pipe and located
transverse momentunpf) distributions of single-strange at a radius of approximately 4 m, the Time of Flight (TOF)
(KS, ,7)and multi-strange (é,_+, S,_+) particlesat  detector measures the time-of-Right of the particles. It is a
mid-rapidity, |y| < 0.5, with the ALICE detectorZ4]. The large-area array of multigap resistive plate chambers with
comparison of the present results with the former ones for ppn intrinsic time resolution of 50 ps. The VO detectors are
and pPPb interactions allows the investigation of the energfyvo forward scintillator hodoscopes employed for trigger-
multiplicity and system size dependence of strangeness préRg, background suppression and event-class determination.
duction. Schematically, the multiplicity of a given pp event They are placed on either side of the interaction region at
depends on (i) the number of Multiple Parton Interactionsz = S 0.9 m andz = 3.3 m, covering the pseudorapidity
(MPI), (i) the momentum transfer of those interactions, (iii) regionsS3.7< < S1.7and28< < 5.1, respectively.
Ructuations in the fragmentation process. A systematic study The data considered in the analysis presented in this paper
of the biases induced by the choice of the multiplicity esti-were collected in 2015, at the beginning of Run 2 operations
mator along with the speciPc connections to the underlyingf the LHC at s = 13 TeV. The sample consists of 50 M
MPI are also discussed in this paper. events collected with a minimum bias trigger requiring a hitin
The paper is organised as follows. In S@stie discussthe  both VO scintillators in coincidence with the arrival of proton
data set and detectors used for the measurement; irBSeet. bunches from both directions. The interaction probability per
describe the analysis techniques; in Séute cover the eval- ~ single bunch crossing ranges between 2 and 14%.
uation of the systematic uncertainties; in Séalve present The contamination from beam-induced background is
and discuss the results; in Se@ve report our conclusions. removed off3ine by using the timing information in the VO
detectors and taking into account the correlation between
tracklets and clusters in the SPD detector, as discussed in
detail in [25]. The contamination from in-bunch pile-up
2 Experimental setup and data selection events is removed off8ine excluding events with multiple ver-
tices reconstructed in the SPD. Part of the data used in this
A detailed description of the ALICE detector and its perfor-paper were collected in periods in which the LHC collided
mance can be found i24, 25]. In this section, we brieRy out- OtrainsO of bunches each separated by 50 ns from its neigh-
line the main detectors used for the measurements presentedurs. In these beam conditions most of the ALICE detectors
in this paper. The ALICE apparatus comprises a central bahave a readout window wider than a single bunch spacing and
rel used for vertex reconstruction, track reconstruction andre therefore sensitive to events produced in bunch crossings
charged-hadron identibcation, complemented by specialisatifferent from those triggering the collision. In particular, the
forward detectors. The central barrel covers the pseudor&PD has a readout window of 300 ns. The drift speed in the
pidity region| | < 0.9. The main central-barrel tracking TPC is about 5 cm us, which implies that events produced
devices used for this analysis are the Inner Tracking Systemess than aboutBu s apart cannotbe resolved. Pile-up events
(ITS) and the Time-Projection Chamber (TPC), which areproduced in different bunch crossings are removed exploiting
located inside a solenoidal magnet providing a 0.5 T magnetimultiplicity correlations in detectors having different readout
Peld. The ITS is composed of six cylindrical layers of high-windows.
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Table 2 Track, topological and

candidate selection criteria Toplogical variable Ig( and ) selection criteria
appliedto K, and— 0 .
candidates. DCA stands for Y, transversg deca‘y. radius > 0.50 cm
Od|stance Of Closes‘t approach()l DCA (Negatlve/pOSItlve traCk'PV) > 006 cm
PV represents the Oprimary Cosine ofv? pointing angle (yo) > 0.97 (0.995)
event vertexQ andis the angle DCA betweenv? daughter tracks < 1.0 standard deviations
between the momentum vector
of the reconstructe® and the  Track selection R ( and ") selection criteria
displacement vector between the
decay and primary vertices(.) The Daughter track pseudorapidity interval | |<08
selection on DCA betweey
daughter tracks takes into Daughter trackNcrossedrovs 70
account the corresponding Daughter trackNcrossed Ntindable 0.8
experimental resolution pinner wall TPC (proton only) > 0.3GeVic
TPC dE/dx <5
Out-of-bunch pile-up track rejection Requested for at least one daughter
Candidate selection g(( and ) selection criteria
Rapidity interval |yl < 0.5
Proper lifetime (nL/ p) < 20 cm (30 cm)
CompetingV rejection 5 MeV c? (10 MeV/ ¢?)
MC association (MC only) Identity assumption féP and for daughter tracks
Kg_ v S B.R.= (69.20% 0.05% in [6]. In addition, in order to reject the residual out-of-bunch
() p(p) + >( ") B.R.= (639% 0.5% pile-up background on the measured yields, it is requested
) () + S(*)B.R.=(99887+ 0.035% thatat least one of the tracks from the decay products of the
Sy () +KS(K*)B.R.= (67.8% 0.7)% (multi-)strange hadron under study is matched in either the

ITS or the TOF detector. The selections used in this paper
In the following, we refer to the sum of particles and anti-are summarised in Tab®for the V% and in Table for the
particles, + , S+ " and S+ ', simplyas , cascades.
and . Strange hadron candidates are required to be in the rapid-
The details of the analysis have been discussed in earliéy Window |y| < 0.5. K& () candidates compatible with
ALICE publications b,6,18,22]. The tracks retained in the the alternativev® hypothesis are rejected if they lie within
analysis are required to cross at least 70 TPC readout pads 6u® MeV/ ¢? (+ 10 MeV/ ¢?) of the nominal  (K3) mass.
of a maximum of 159. Tracks are also required not to havé* Similar selection is applied to the, where candidates
large gaps in the number of expected tracking points in théompatible withint 8 MeV/ ¢ of the nominal mass are
radial direction. This is achieved by checking that the numbefeiected. The width of the rejected region was determined
of clusters expected based on the reconstructed trajecto@gcording to the invariant mass resolution of the correspond-
and the measurements in neighbouring TPC pad rows do nBtd competing signal. Furthermore, candidates whose proper

differ by more than 20%. lifetimes are unusually large for their expected species are
Each decay product arising frou (K2, , ) and cas- also rejected to avoid combinatorial background from inter-
cade ( § —*t § —+) candidates is veribed to lie within actions with the detector material. The signal extraction is

y performed as a function gfr. A preliminary btis performed

the Pducial tracking regioh | < 0.8. The specibc energ . _ c . : .
loss (CE/ dx) measured in the TPC, used for the particle iden" the invariant mass distribution using a Gaussian plus a lin-

tibcation (PID) of the decay products, is also requested to paar function describing the background. This allows for the

compatible within 5 with the one expected for the corre- gxtraction of the meary( and width () of the peak. A

- F4 . . . P o
sponding particle speciesO hypothesis. Td is evalu- OpeakO region is debned withi(4) ¢ for Vs (cascades)

ated as a truncated mean using the lowest 60% of the vafith rZSEeCtdth for any measursqudbm_ Adjacent ll)ack- y
ues out of a possible total of 159. This leads to a resolutio§'0UNd Pands, covering a combined mass interval as wide

of about 6%. A set of OgeometricalO selections is applied ftr the peak region, are debned on both sides of that central

order to identify specibc decay topologies (topological selecrégion. The signalis then extracted with a bin counting proce-

tion), improving the signal/backgroundratio. The topologicaldure’ su_btracting counts in th_e backgrognd re_gion from those
variables used fov®s and cascades are described in detaiP" € Signal region. Altematively, the signal is extracted by
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Table 3 Track, topological and

candidate selection criteria _ Topological variable

() selection criteria

applied to charged S, —*, S

e Cascade transverse decay radigg R > 0.6 (0.5) cm
and  candidates. DCA stands VOt d di > 12011
for Odistar)ce of closest ransverse decay radius 2 (1.1)cm
approachO, PV represents the ~ DCA (Bachelor-PV) > 0.04 cm
Oprimary event vertexO and DCA (VO-PV) > 0.06 cm
the angle between the 0
momentum vector of the DCA (mesonVv 0track-PV) > 0.04 cm
reconstructed/© or cascade and DCA (baryonV*® track-PV) > 0.03cm
the displacement vector between DCA betweenv® daughter tracks < 1.5 standard deviations
the decay and primary vertices. 0
The selection on DCA between DCA (bachelorv™) < 13cm
V0 daughter tracks takes into Cosine of cascade pointing anglefsd > 0.97
account the corresponding Cosine ofv? pointing angle (yo) > 0.97
experimental resolution V9 invariant mass window +0.008 GeV c?

Track selection

() selection criteria

Daughter track pseudorapidity interval | | <08
Daughter tracNT pcclusters 70
TPC dE/ dx <5

Out-of-bunch pile-up track rejection

Requested for at least one daughter

Candidate selection () selection criteria

Rapidity interval |yl < 0.5

Proper lifetime (nL/ p) <3x¢c

Competing cascade rejection (only IM() S1321 > 8MeV/c?

MC association (MC Only) Identity assumption for cascades and for daughter tracks

btting the background with a linear function extrapolatedresults obtained with the state-of-the-art transport codes
under the signal region. This procedure is used to computeLUKA [32,33] and GEANT 4.9.5 B4]. It was found that a
the systematic uncertainty due to the signal extraction. Exancorrection factok 5% is needed for the efpciency of -,
ples of the invariant mass peaks for all particles are shown in * for pr < 1GeV ¢, while the effect is negligible at higher
Fig. 1. pr. Events generated using PYTHIA 8.210 (tune Monash
Only the turns out to be affected by a signibPcant con-2013) B5,36] and EPOS-LHC (CRMC package 1.5.48)7]
tamination from secondary particles, coming from the decawnd transported in the same way are used for systematic stud-
of charged and neutral. In order to estimate this contri- ies, namely to compute the systematic uncertainties arising
bution we use the measured® and " spectra, folded fromthe normalisation and from the closure of the correction
with a pr-binned 2D matrix describing the decay kinematicsprocedure (details provided in the next sections).
and secondary reconstruction efpciencies. The The acceptance-times-efbciency changes ithsatu-
decay matrix is extracted from Monte Carlo (see below for theating at a value of about 40%, 30%, 30% and 20% at
details on the generator settings). The fraction of secondargr 2, 3,3and 4 GeXcforKS, , and , respectively.
particles in the measured spectrum varies between 10 arfthese values include the losses due to the branching ratio.
20%, depending ot and multiplicity. Further details on They are found to be independent of the multiplicity class
the uncertainties characterising the feed-down contributionwithin 2%, limited by the available Monte Carlo simulated
are provided in the next section. data. The dependence of the efbciency on the genepated
The rawpr distributions are corrected for acceptance andlistributions was checked for all particle species. It is found
efbciency using Monte Carlo simulated data. Events are gene be relevant only in the case of the where largept bins
eratedusingthe PYTHIA 6.425, (Tune Perugia2029)30]  are used. This effect is removed by reweighting the Monte
event generator, and transported through a GEANB13 [ Carlo py distribution with the measured one using an itera-
(v2-01-1) model of the detector. With respect to previ-tive procedure.
ous GEANT 3 versions, the adopted one contains a more In order to compute pt and thepr-integrated produc-
realistic description of (anti)proton interactions. The qual-tion yields, the spectra are btted with a TsallisDLZA& [
ity of this description was cross-checked comparing to thalistribution to extrapolate in the unmeasuggdregion. The

123



167 Page 6 of 26 Eur. Phys. J. C (2020) 80:167

F|g 1 Invariant mass . . o L L L L L B ) L O o j LI B L L B \:
distributions for Kg s 3§ § 3500 [~ ALICE pp, Vs =13 TeV, ly| < 0.5 KO — § F ALICE pp, Vs =13 TeV, ly| < 0.5 1
in different VOM multiplicity 2 r ‘ S 2 6000~ + E
andpr intervals. The candidates = 3000Fy; voum mutt class ER F VI VOM mult. class
are reconstructed ify| < 0.5. 8, F * 04<p <05GeVic J @ 5000 10<p <12 GeVic
The grey areas delimited by the S 2500¢ ! ] S : ]
short-dashed lines are used for 3 r ‘ 1 8 ao00f e
: on - © 2000 4 O R ]
signal extraction in the bin 5 B [ ]
counting procedure. The red 1500 F ! E 3000 .
dashed lines represent the bt to F ] F 1
the invariant mass distributions, [ B ] 2000 .
. 1000~ — F B
shown for drawing purpose only F ' ] s 1
500}~ | 3 1000 - E
0%—»&»%%4—-’7“ L e E OEL R T R R P

0.44 0.46 048 05 052 054 0.56 1.09 1.1 111 112 113 114
M . - (GeVic?) M, - (GeV/c?)
& T e B B R o~ R ma e e )
3 220 ALICE pp, {s = 13 TeV, ly| < 0.5 N [ ALICE pp, s =13 TeV, |y| <05 -]
2 200- | 4 3 s6of =
= 180 VI VOM mult. class TL - %’ [ V+VI VOM mult. class ]
2 160f | 14<p <16GeVic 3 a S0 L6 <p, <22 Gevic ]
5 E E r p
S 140F 1 4 3 4ok ‘ ]
O F B O 40~ -
120F = L ﬁ p
£ L ] r l b
100F + ! = 30 Pl .
80[ E : Pl ]
60 E 201~ : b 7
oA I TN IR R
ST T I I LU U A
bttt ) e 4 OHH\‘*‘M‘:H\H‘Hunwf‘f‘ﬁf;

1.305 1.31 1.315 1.32 1.325 1.33 1.335 1.34 164 165 1.66 1.67 1.68 1.69 1.7

M - (GeV/c?) M  (GeV/c?)

systematic uncertainties on this extrapolation procedure arf&ect.3). Variations not compatible with statistical Buctua-
evaluated using other bt functions, as discussed in&ec. tions (following the prescription ird9) witha 2 threshold)
are added to the systematic uncertainty.
Theresulting uncertainty from topological and track selec-
4 Systematic uncertainties tions (except TPC H/ dx) depends orpr and amounts at
most to 4%, 5%, 4% and 6% for¥X , and , respec-
Several sources of systematic effects on the evaluation of tH&/ely.
pr distributions were investigated. The main contributions The TPC &/ dx selectionis used to reduce the combinato-
for three representativer values are summarised in Talle @l backgroundinthe strange baryon invariant mass distribu-
for the INEL> 0 data sample. tion. The uncertainty was evaluated varying the THEZ di
The stability of the signal extraction method was checkedselection requirements between 4 andind was found to be
by varying the widths used to debne the Osignal® and Oba&kmost 1% (3%) for (- and ). Forthe K the uncertainty
groundO regions, expressed in terms of numbercofis ~ due to the TPC B/ dx usage was evaluated by comparing
debned in SecB. The raw counts were also extracted with results obtained adopting the default loose PID requirements
a btting procedure and compared to the standard ones cof® ) With those obtained without applying any PID selection.
puted by the bin counting technique. An uncertainty ranginghe difference is found to be negligible (1%).
between 0.2 and 3.5% depending ppis assigned to the ~ The systematic uncertainty for the competing decay rejec-
signal extraction of tha/% and cascades based on thesdion was investigated by removing entirely this condition for
checks. and .ltresultedinadeviation on ther spectra of at most
The stability of the acceptance and efbciency correction§% and 6%, respectively. For thelkhe systematic uncer-
was veribed by varying all track, candidate and topologitainty was evaluated by changing the width of the competing
cal selection criteria within ranges leading to a maximun¥ejected mass window between 3 an8 §eV/c® and the
variation of+ 10% in the raw signal yield. The results were corresponding deviation was found to be at most 1%.
compared to those obtained with the default selection criteria
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Table 4 Main sources and values of the relative systematic uncertainare further affected by an uncertainty originating from the multiplic-
ties (expressed in %) of thpr-differential yields. These values are ity dependence of the efbciency (2%) and, in the case of thaf the
reported for low, intermediate and high. The values for the INEL> 0 feed-down contributions (2%)

data sample are shown in the table. Results as a function of multiplicity

Hadron K + S+ S+
pr (GeVic) 0.95 4.8 9.0 0.50 45 7.3 0.80 3.2 5.8 1.3 2.8 4.7
Signal extraction 0.6 0.6 1.6 1.1 2.4 1.1 0.6 0.4 negl. 2.1 2.1 3.3
Topological and track 0.7 2.7 2.5 2.9 2.6 2.3 4.8 2.6 2.0 5.6 6.0 55
selection (but TPC
dE/dx)
TPC dE/ dx selection 0.1 negl. negl. 0.7 0.3 1.7 0.4 0.3 0.3 1.7 2.2 1.6
Competing decay rejection 0.1 0.2 1.0 negl. 0.9 5.7 Not applied 1.2 3.1 5.6
Proper lifetime 0.1 negl. negl. 1.1 negl. negl. 05 0.8 0.8 3.1 1.8 1.0
Transport code (for Not applied 1.8 negl. negl. 1.1 negl. negl. 0.6 negl. negl.
anti-particles)
Material budget 11 0.5 0.5 8.3 0.8 0.8 5.1 12 0.6 3.3 15 15
Feed-down correction Not applied 2.2 1.3 2.1 Not applied Not applied
Out-of-bunch pile-up track 1.1 15 15 1.2 24 2.4 1.0 25 25 3.0 3.0 3.0
rejection
Residual in-bunch pile-up 1.6 25 25 2.0 2.9 2.9 2.0 2.0 2.9 2.0 2.0 2.0
Total 2.4 4.1 4.3 9.6 55 7.8 7.5 4.4 4.4 8.6 8.6 9.6
Common 2.3 4.0 3.8 9.2 5.3 7.0 6.8 4.2 4.2 7.7 8.4 7.5

(Nch-independent)

For the strange baryons, the systematic uncertainty relatédto account in the calculation of the total uncertainty due
to the proper lifetime was computed by varying the selectiorio the feed-down correction, which ranges from 2% to 4%
requirements between 2.5 and 5 The variation range for depending orpt and multiplicity.

the Kg was set to 5D16 . The statistically signibcant devi- The systematic uncertainty due to the out-of-bunch pile-
ations were found to be at most 3% for theand negligible  up rejection was evaluated by changing the matching scheme
(< 1%) for all other particles. with the relevant detectors, considering the following con-

An uncertainty related to the absorption in the detectolbgurations: matching of at least one decay track with the
material was assigned to the anti-baryons, mostly due to th&S (TOF) detector below (above) 2 GE¥ of the recon-
interactions of anti-proton daughters. It was estimated ostructed (multi-) strange hadron; ITS matching of at least one
the basis of the comparison of the different transport codedecay track in the fulpt range. Half of the maximum differ-
mentioned in SecB. The uncertainty on the absorption crossence between these conbgurations and the standard selection
section for baryons and%@vas found to be negligible. was taken as the systematic uncertainty, which was found to

Furthermore an additional 2% uncertainty is added tancrease with transverse momentum and to saturate at high
account for possible variations of the tracking efbciency withpr, reaching a maximum value of 2.4% (3%) f6Ps (cas-
multiplicity (Sect.3). cades).

The uncertainty due to approximations in the description The effect of a possible residual contamination from in-
of the detector material was estimated with a Monte Carldunch pile-up events was estimated varying the pile-up rejec-
simulation where the material budget was varied within itstion criteria and dividing the data sample in three groups with
uncertainty P5]. The assigned systematic uncertainty rangesn average interaction probability per bunch crossing of 3%,
between 8% at lowpt to about 1% at higlpr. 6%, 13%, respectively. The resulting uncertainty is larger at

The pr spectrum is affected by an uncertainty cominglow multiplicity, and ranges between 1% (3%) for th% 9]
from the feed-down correction, due to the uncertainties 0r2% (3%) for the baryons in high-(low-)multiplicity events.
the measured spectrum and on the multiplicity dependence Several additional consistency checks have been per-
of the feed-down fraction. Furthermore the contribution fromformed which are described in the following. The analysis
neutral ©was taken into account by assuming/ %=1  has been repeated separately for events with positive and
or using the ratio provided by the Monte Carlo (using thenegativez-vertex position, as well as considering candidates
reference PYTHIA 6 sample described in the previous seaeconstructed in positive and negative rapidity windows. The
tion). The difference between these two estimates was taken
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Fig. 2 Transverse momentum distribution ong , ,and , for obtained by considering only contributions uncorrelated across multi-

multiplicity classes selected using the VO detector. Statistical and totadlicity. The spectra are scaled by different factors to improve the vis-
systematic uncertainties are shown by error bars and boxes, respability. The dashed curves represent TsallisDLZvy bts to the measured
tively. In the bottom panels ratios of multiplicity dependent spectra tospectra

INEL > 0 are shown. The systematic uncertainties on the ratios are

resultingpr-spectrawere found to be statistically compatiblewere performed. First of all, the threshold used to consider a

with the standard analysis. variation statistically signibcant was varied between one and
In order to ensure that the estimated systematic uncertaithree standard deviations. Then, the analysis was repeated

ties are not affected by statistical Ructuations, two checkswith wider pt bins. These checks showed that statistical 3uc-
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Fig. 3 Transverse momentum distribution ong , ,and , for are obtained by considering only contributions uncorrelated across mul-

multiplicity classes selected using the tracklet$ in< 0.8. Statistical tiplicity. The spectra are scaled by different factors to improve the vis-
and total systematic uncertainties are shown by error bars and boxgbjlity. The dashed curves represent TsallisDLZvy bts to the measured
respectively. In the bottom panels ratios of multiplicity dependent specspectra

tra to INEL> 0 are shown. The systematic uncertainties on the ratios

tuations in the systematic uncertainty analysis are well unddainty coming from the extrapolation to zepg. The default
control. extrapolation is performed using a LZvyDTsallis distribution.

The results related to thepr and pr-integrated yields As conbrmed by a 2 analysis, this function describes the
for all particles but the @are further affected by an uncer-
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Fig. 4 Transverse momentum distribution ong , ,and , for the ratios are obtained by considering only contributions uncorrelated

multiplicity classes selected using the tracklets.;19 | | < 1.5.Sta-  across multiplicity. The spectra are scaled by different factors to improve
tistical and total systematic uncertainties are shown by error bars arttie visibility. The dashed curves represent TsallisDLZvy bts to the mea-
boxes, respectively. In the bottom panels ratios of multiplicity depen-sured spectra

dent spectra to INEL> 0 are shown. The systematic uncertainties on

pr spectra well for all the examined strange hadrons ove(Blast-Wave, Boltzmann, BosebEinstemy-exponential,

the measuregr range. FermibDirac). Since these alternative functions do not, in
The uncertainty on the extrapolated fraction was estimatedeneral, describe the fupt-distribution, the bt range was

repeating the bt to the spectra with pve alternative functionlmited to a small number of data points in order to obtain a
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5 Results and discussion

good description of the btted part of the spectrum. This proceRarticles and anti-particles turn out to have compatible trans-
dure was repeated separately for the low and for the pigh verse momentum distributions within uncertainties, con-
extrapolation, with the Pnal uncertainties being dominate@istently with previous results at the LHC. In the follow-
by the low pt contribution. The reliability of the extrapola- ing, unless speciPed otherwise, we present results for their
tion uncertainty estimate was checked using a simple linesgum. Thepr distributions of strange hadrons, measured in
extrapolation topr = 0 as an extreme case and in a full |y| < 0.5, are shown in Fige2, 3, 4 for the different multi-
Monte Carlo closure test where the EPOS model was usdelicity classes, selected using the estimators VOM, tracklets
with data and PYTHIA was used to estimate the correctionsn | | < 0.8 and trackletsin@< | | < 1.5, as summarised
The resulting uncertainty on the integrated yields is aroundh Tablel. The LZvyBTsallis bt to ther distributions, used
2.5% for the and ranges between 3% (4%) at high mul-for the extrapolation, are also displayed. The bottom panels
tiplicity to 19% (12%) at low multiplicity for the ( ).  depict the ratio to the minimum bias (INEk 0) pr dis-

The extrapolation uncertainty opr is 2% forthe and tribution. Thepr spectra become harder as the multiplicity
ranges between 2% (3%) at high multiplicity to 12% (7%) atincreases, as also shown in Figwhich shows the average
low multiplicity for the (). pt ( pr ) as a function of the mid-rapidity charged particle

The main focus of this paper is the study of the multiplic- multiplicity. While the VOM andNt?iTJeg 15 rasults show

ity dependence of strangeness production. In this light, thg,e same trend, the spectra obtained Witmhésk?é?seStima-

different systematic uncertainties can be categorised in thg 5re systematically softer for comparabN/d values

following way: (though still compatible within uncertainty in the case of the

strange baryons).

1. Fully uncorrelated uncertainties: the change in the data The increase of thepr as a function of the charged-
is completely uncorrelated across multiplicity classesparticle multiplicity (Fig.5) is compatible, within uncertain-
These sources are rare, as most systematic effects havéies, for all particle species. The hardening @f spectra
smooth evolution with multiplicity. with the charged-particle multiplicity was already reported

2. Fully correlated uncertainties: lead to a correlated shiffor pp [40] and pPPb collision®2p] at lower energies.
of the data in the same direction, independently of the It is interesting to notice that the ratio of the measured
multiplicity class being studied. The common part of this pt spectra to the minimum bias one, shown in the bottom
shift has to be considered separately, since it does ngianel of Figs2, 3, 4, reaches a plateau fay 4 GeVic.
affect the shape of the multiplicity-dependent observableThis applies to all particle species and to all multiplicity
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tors (see text for detalils). Statistical and systematic uncertainties are
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Fig. 8 dN/dy (integrated over the fulpr range) as a function of mul-  statistical and total systematic uncertainties, respectively. The bin-to-
tiplicity for different strange particle species reported for different mul- bin systematic uncertainties are shown by shadowed boxes
tiplicity classes (see text for details). Error bars and boxes represent

estimators. The trend at higbr is highlighted in Fig.6, increase faster than the charged particle multiplicity. Despite
which shows the integrated yields fpff > 4 GeM casa thelarge uncertainties, the data also hint at the increase being
function of the mid-rapidity multiplicity. Both the yields of non-linear. The self-normalised yields of strange hadrons
strange hadrons and the charged particle multiplicity are selfeach, at high multiplicity, larger values forthér;:k?é?smul—
normalised, i.e. they are divided by their average quoted ofiplicity selection as compared to the other estimators. For all

the INEL> 0 sample. The highpr yields of strange hadrons multiplicity selections the self-normalised yields of baryons

123



167 Page 14 of 26 Eur. Phys. J. C (2020) 80:167

c o e e L B e s sy e B c LA e e s
2 r < ALICE pp, Vs = 13 TeV | 2 [ < ALICE pp, Vs =13 TeV 7
g 1ef N B3 g 12rwg 1
b8 C 0.8<] [<1.5 ] S [ 0.8<| [<1.5 i
o 1 6: tracklets - © L tracklets i
H OF VoM E g 1 VOM B —
S K : ER ;
T 12F 4 3 08p 7
> F [} 1 > F [ i
2 £ . 12 o6k .
S  osf g 4 5 - ! B 1
E 8 3 L -
0'6; 5 —+— stat. ? 0'4* q . —— stat. B
0.4 ; ¥ [ sys:. - C [Jsyst. —
Uy syst. uncorr. - I syst. uncorr. 7
Fo. B 0.2 w —
0.2 = L ]
| T I I I N R o N N A A R BN B
5 10 15 20 25 30 35 5 10 15 20 25 30 35
chh/d | |<05 chh/d | |<05
< e e e £ 0.014 T
2 0.16:+ L Fos ALICE pp, V5 = 13 TeV 3 2 F s ALICE pp, 15 = 13 TeV ]
° . rackdets R S r racklets A
g 0.14F wacion 4 g0012¢ e ]
‘5 F VoM ] ‘g r VOM 7]
o 0.2 — o 0.01— -
o F B o L ]
H 0.1~ . H r A
2 : S 0.008f .
=S 0.08F ol 4 = E ]
pa L 1 £ 0.006— —
006} B 1 ° F i ]
F | - ] 0.004] . 5
0.04— 8 syst. - C ] syst. ]
£ a syst. uncorr. ] 0.002 L syst. uncorr. i
0.02F ® 4 002~ ! -
G:‘H‘mwH\HH\HH\HH\H"\HHA CT‘H\HH\H"\HH\HH\HH\HH*
5 10 15 20 25 30 35 5 10 15 20 25 30 35
chh/d | |<0.5 chh/d | 1<05

Fig. 9 dN/dy (integrated over the measurgg ranges 012, 0.4b8, different multiplicity classes (see text for details). Error bars and boxes
0.6D6.5 and 0.9D5.5 Gedfor Kg, , Sand °,respectively) asa represent statistical and total systematic uncertainties, respectively. The
function of multiplicity for different strange particle species reported for bin-to-bin systematic uncertainties are shown by shadowed boxes

are higher than those ofknesons. The Monte Carlo models tion for VOM, N} IS%8 and N225| <13 respectively. It is

EPOS-LHC,PYTHIA8and PYTHIA 6, alsoshowninF&. seen that the spectra are identical within uncertainties for the
reproduce the overall trend of strange hadrons seen in thgoM and N>&! 1515 estimators. The comparison between

tracklets

data, with EPOS-LHC showing a clear difference betweeRne vvom andNtlr;:k?é?Sestimators shows that the bias intro-

the Kg and the baryons, as observed in the data. Indeed, @yced by the latter estimator does not depend on the particle

non-linear increase can be explained by the combined eﬁe%becies and is more pronounced at low and intermegigte

of multiplicity Buctuations and interactions between differ- although the uncertainties are large.

ent MPlIs, which produces a collective boot]; Both color The pr-integrated yields of strange hadrons are shown in

reconnection effects implemented in PYTHIA and a collec-gig. g for the three estimators considered in this paper. For

tive hydrodynamic expansion can account for the non-lineafeference, Figd shows the results integrated in the measured

Increase pattern. pr range with no extrapolation. These are characterised by
The left (right) panel of Fig.7 shows the ratio of the 5 smaller uncertainty and can be useful for Monte Carlo tun-

pr spectra obtained with different estimators for multi-jng |n the rest of this section, we focus on the discussion

plicity classes with comparable averag®le/d value o the fully extrapolated yields. The results obtained with

. 0.8<| |<15 . .. .
( d|N|ihé g 26); the numerator refers to thé;,cyers the VOM andN 25| 1<1Sestimators follow a similar linear
(Niraciierd €Stimator while the denominator refersto the VOM rend, while the results obtained with! IS8 tend to satu-

estimator. These selections correspond to the highest multiyie showing a lowerN/ dy for a similar high-multiplicity
plicity class studied for the VOM arldgs IS ** estimators.  class. In order to gain insight on this difference, a generator-
The Ntlr;:k?é?@stimator, on the other hand, was re-adjusted tdevel PYTHIA (tune Perugia 2011) simulation study was per-
lead to the samelMd/ d value. These classes correspond toformed. The abundance of strange hadronyjrx 0.5 was

approximately 1%, 1% and 4% of the INEL O cross sec- studied as a function of the estimated mid-rapidity charged
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Fig. 10 Correlations between integrated yield of different strangeshown by error bars and empty boxes, respectively. Shadowed boxes
hadrons in multiplicity classes selected according to different estimarepresent uncertainties uncorrelated across multiplicity
tors (see text for details). Statistical and systematic uncertainties are
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Fig. 11 Integrated yields of g , ,and asafunction of e/ d

in VOM multiplicity event classes at s = 7 and 13 TeV. Statisti- . L . S
cal and systematic uncertainties are shown by error bars and emp\ﬂ’:"rSLIS the charged particle multiplicity at mid-rapidity is

boxes, respectively. Shadowed boxes represent uncertainties unc&tudied in Figslland12, where our results are compared
related across multiplicity. The corresponding results obtained fokg the previous pp measurements & = 7 TeV [21]. The

INEL > 0 event class are also shown

particle multiplicity for several event classes, selected using
charged primary particles measured in theanges corre-
sponding to the experimental estimators presented in this
paper: this generator level study conbrms the trend observed
in the data, which can be understood in terms of a selection
bias sensitive to Buctuations in particles yields. Indeed, an
estimator based on charged tracks enhances charged primary
particles over neutral particles or secondaries. If the multi-
plicity estimator and the observable under study are measured
inthe same region one expects primary charged-particles to
be enhanced with respect to strange hadrons, which explains
the saturation of yields observed in Figjfor the NJralgk?é?s
estimator. As a further check of this interpretation, Fif.
shows the correlations between the yields of different strange
hadrons for the multiplicity estimators studied in this paper.
The trend is linear, and similar for all estimators, conbrm-
ing that the selection bias on primary charged-particles is
stronger than that on strange hadrons.

The energy dependence of the strangeness yieldgand
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minimum bias resultsinthe INEE Oeventclassats= 7  that the existing ALICE data can be described within this
and 13 TeV §] are also shown. framework, introducing an additional parameter to quantify
As can be seen in Fid.1, the yields of strange hadrons the rapidity window over which strangeness is effectively
increase with the charged particle multiplicity following correlated. It was also suggested that strangeness follows a
a power law behaviour, and the trend is the same atiniversal scaling behaviour in all colliding systems, when the

s = 7 and 13 TeV. The INEL> O results also fol- transverse energy densit#§J or the multiplicity per trans-
low the same trend at all the tested centre-of-mass energiegerse area43] are used as a scaling variable. While there are
This result indicates that the abundance of strange hadroseme caveats in the observation reported in these papers (due
depends on the local charged particle density and turns otd the uncertainties on the transverse size of the system) this
to be invariant with the collision energy, i.e. an energy scalis a very intriguing observation, that could help to clarify the
ing property applies for the multiplicity-dependent yields of origin of strangeness enhancement.
strange hadrons. It should also be noted that the yields of The pr is seen in Figl2to be harder at 13 TeV than
particles with larger strange quark content increase faster at 7 TeV for event classes with a similaNgh/d . All the
a function of multiplicity as already reported i2])]. Fig-  tested Monte Carlo models describe in a qualitative way the
urel3shows the /Kg (no~ contribution considered here), observed smooth rise ofther with dNcw/ d ; from a quan-

/Kg and /Kg ratios compared to calculations from grand- titative point of view, EPOS-LHC provides a slightly better
canonical thermal model43,14], which were found to sat- description of the py multiplicity evolution, especially for
isfactorily describe central Pb-Pb data adyy = 2.76 TeV.  what concerns the strange baryons.

In the context of a canonical thermal model for a gas of InFig.14theresults onthe strange hadron yields as a func-
hadrons, an increase of the relative strangeness abundariz of the charged particle multiplicity at mid-rapidity are

depending on the strange quark content can be interpret@@mpared with some commonly-used general purpose QCD
as a consequence of a change in the system volume, calleégspired models, focusing on the multiplicity classes debPned
canonical suppression. Indeed, it was recently showh8h [ by the VOM estimator. The yields of all measured strange
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Fig. 12 pr ofKQ, , ,and as a function of ten/d in VOM Shadowed boxes represent uncertainties uncorrelated across multiplic-

multiplicity event classes ats = 7 and 13 TeV. Statistical and system- ity. The results are compared to predictions from several Monte Carlo
atic uncertainties are shown by error bars and empty boxes, respectivelpodels
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