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We report measurements of forward jets produced in Cu+Au collisions at
√

sNN = 200 GeV at the Relativistic
Heavy Ion Collider. The jet-energy distributions extend to energies much larger than expected by Feynman
scaling. This constitutes the first clear evidence for Feynman-scaling violations in heavy-ion collisions. Such
high-energy particle production has been in models via QCD string interactions, but so far is untested by
experiment. One such model calls this a hadronic accelerator. Studies with a particular heavy-ion event generator
(HIJING) show that photons and mesons exhibit such very high-energy production in a heavy-ion collision, so a
QCD accelerator appropriately captures the physics associated with such QCD string interactions. All models
other than HIJING used for hadronic interactions in the study of extensive air showers from cosmic rays either do
not include these QCD string interactions or have smaller effects from the QCD accelerator.

DOI: 10.1103/PhysRevC.106.034902

I. INTRODUCTION

Quantum chromodynamics (QCD) describes the interac-
tion of quarks and gluons (collectively known as partons)
due to their color charges. Color is confined in hadrons such
as protons and neutrons (collectively known as nucleons),
from which atomic nuclei are built. Due to color confinement,
partons are studied in high-energy collisions characterized
by total center-of-mass energy

√
s. When hadrons collide at

high energy, most particles are produced by partonic interac-
tions, consisting of a parton from one hadron interacting with
a parton from the other hadron. Scattered partons manifest
themselves as jets, which are sprays of particles. Scattered
partons are connected by QCD field lines to other color
charges. The quanta of QCD fields are gluons, which carry
color charge. A QCD string is a flux tube between color
charges arising because gluons interact with other gluons.
Under appropriate conditions, QCD strings can interact with
other strings (as shown schematically in Fig. 1) resulting in
the theoretical prediction that forward particle production can
extend to energies higher than expected for pairwise parton
interactions [1,2].

When the colliding hadrons are heavy ions (HIs), the
complexity of the collision increases. The conventional view
of a HI collision is that it involves multiple instances of a
nucleon from one incoming ion interacting with a nucleon

from the other incoming ion. These nucleons collide with
center-of-mass energy

√
s taken as the center-of-mass energy

of the colliding heavy ions (
√

sNN ). It is typical to scale the
incoming momentum by the number of nucleons in each HI
and compute

√
sNN from the scaled momenta. Partons from

these nucleons then scatter. The complexity of the HI collision
is from the superposition of all these scatterings and from
strong final-state interactions of the scattered partons. Jets, or
their surrogates, that are produced in heavy-ion collisions near
midrapidity lose energy when traversing the hot and dense
medium produced in the collision [3–7]. This medium is a
quark-gluon plasma [8].

Particles are produced in hadronic collisions as the QCD
strings break with a variety of values of transverse (pT ) and
longitudinal (pL) momentum. In general, most hadronic scat-
tering experiments focus on the pT dependence. For a given√

s, hadrons produced in the forward direction are found to
have a limiting value of pL of

√
s/2, as seen for model cal-

culations of p + p collisions at
√

s = 200 GeV in Fig. 2(a).
Feynman scaling [9] is the expectation the pL distribution
will have a similar shape in the approach to the limiting
value for different hadronic collisions. The scaling variable is
xF = 2pL/

√
s. It is expected that xF < 1. In general, studies

of only the pT dependence cannot determine the appropriate
nucleon-nucleon (NN)

√
s, and assume

√
s = √

sNN . Some
models of HI collisions predict [1,2,10,11] that particles
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FIG. 1. A schematic of a QCD accelerator. Color charge is sepa-
rated from anticolor charge in a hadronic collision. A QCD string,
represented in the schematic as a gluon, is stretched between the
separated charges. The schematic shows that three nearby QCD
strings fuse, as they can because the QCD fields carry color charge.
The fused string can produce particles with longitudinal momentum
component >

√
sNN/2.

produced in the forward direction can have pL >
√

sNN/2,
thereby violating Feynman scaling assuming nucleon-nucleon√

s = √
sNN [Fig. 2(a)]. Figure 2(b) shows that HIJING [10]

predicts progressively larger pL for produced particles as the
impact parameter (b), the distance between the colliding nu-
clei, decreases. It is noted in Refs. [1,2] that such high-energy
hadrons arise from interacting QCD strings. They call this
a hadron accelerator, perhaps better called a QCD acceler-
ator, since HIJING predicts that mesons, meson pairs, and
photons can have pL >

√
sNN/2. QCD string interactions are

an example of the collective behavior of partons. However,
such predictions are not well tested by experiment. Large-xF

Drell-Yan production [12] and J/ψ production [13,14] have
been reported. As well, measurements of jet production in
proton+lead collisions at

√
sNN=5.02 TeV have been com-
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FIG. 2. (a) Model predictions for the distribution of longitudi-
nal momenta for positive pions produced in a hadronic collision
normalized to the number of minimum-bias collisions. The Cu+Au
predictions are at

√
sNN = 200 GeV and the p + p predictions are at

the
√

s noted in the key. (b) HIJING [10] predictions for the depen-
dence of the pL distributions on the impact parameter for Cu+Au
collisions at

√
sNN = 200 GeV.

pleted [15,16]. In all cases produced particles are observed
with xF < 1.

As shown in Fig. 2, HIJING predicts that the pL distribu-
tion for particles produced in Cu+Au collisions at

√
sNN =

200 GeV has similar high-energy behavior as production of
these same particles in p + p collisions at

√
s = 500 GeV,

or more. These high-energy particles are very relevant for
calibrating high-energy cosmic-ray detectors. Models of HI
collisions are used to determine the composition of ultrahigh
energy cosmic rays [17], so checks of models against collider
data are important, as has been done by comparing model
predictions to data from the Large Hadron Collider [18]. The
EPOS model [19], which is widely used in measurements
of high-energy cosmic rays, respects Feynman scaling. The
SIBYLL model [20] cannot be applied here since the target
mass is limited. The QGSJET model [21] respects Feynman
scaling, and is closer to p + p at

√
s = 200 GeV since it does

not include final-state interactions. The DPMJET model [22]
does violate Feynman scaling, although the pL distribution
does not extend as far as predicted by HIJING. Due to the
paucity of forward instrumentation at colliders, these theo-
retical predictions of QCD string interactions are not tested
by measurement. Generally, most theory work related to
Feynman scaling [23,24] involves forward single-particle pro-
duction. However, jets produced in the forward direction are
expected to respect Feynman scaling as well [25]. This article
reports, for the first time, relevant measurements to test theory
predictions regarding QCD string interactions.

We present measurements of yields of jets produced in
the forward direction from Cu+Au collisions at

√
sNN = 200

GeV. The measurements were made at interaction point (IP) 2
at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven
National Laboratory in 2012. The apparatus used for the
measurements was previously discussed in our report of
forward-jet production in p + p collisions at

√
s = 510 GeV

[26]. The apparatus makes use of the uniquely large ratio of
insertion length (straight sections for experimental apparatus)
to

√
s of RHIC. The Cu+Au collision data was obtained

during a test of possible pulse-shape discrimination in the
hadron calorimeter, the primary device used for jet finding.
Consequently, there was no vernier scan [27] of the two
beams, meaning that cross sections cannot be measured. We
instead report fraction of minimum bias (MB) as a yield mea-
sure. The basic measurements are to find jets in the hadron
calorimeter that faces the Cu beam. Jets are considered as a
function of �QY , which is the charge sum in the beam-beam
counter (BBC) annulus that faces the Au beam. Generally,
�QY < �QY,max is related to the impact parameter (b) of
the colliding ions through HI models, with smaller b for
larger �QY . The apparatus, other details of the experiment,
the basic calibration of measuring devices, and aspects of
jet finding and corrections are discussed in the following
section.

II. MEASUREMENTS AND ANALYSIS METHODS

The apparatus staged at IP2 was previously discussed [26].
A 200 cm × 120 cm forward calorimeter wall with a central
(20 cm)2 hole for the beams was constructed. The calorimeter
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wall was made from 236 cells. Each cell was 117 cm ×
(10 cm)2 of lead, with an embedded matrix of 47 × 47 scin-
tillating fibers that ran along the cell length in a spaghetti
calorimeter configuration [28]. The calorimeter wall faced
the Cu beam and was positioned 530 cm from the IP. The
calorimeter had ≈5.9 hadronic interaction lengths and ≈150
radiation lengths of material, so was ideal for finding jets.
The calorimeter spanned the pseudorapidity range of 2.4 <

η < 4.5 for particles produced at the center of the vertex-z
(zv) distribution. Both charged and neutral particles follow
straight-line trajectories until they interact with matter since
there was no analysis magnet. The other primary components
of the apparatus were two annular arrays of 16 scintillator
tiles, which served as beam-beam counters (BBCs) [29]. Each
BBC array was positioned at ±150 cm from the IP. The
apparatus is modeled in GEANT [30].

Triggering of event readout for this data was previously
discussed [26]. Approximately half of the event sample is
from a MB trigger that required hits in both BBC annuli.
The other half of the data sample is from a jet trigger that
sums analog-to-digital converter (ADC) values from symmet-
ric patches of the calorimeter to the left and to the right of the
Cu beam. The jet trigger results can be emulated by applying
the trigger algorithm to MB data, thereby determining the
equivalent number of MB events for the jet trigger. ADC data
were pedestal-corrected and zero suppressed. Such data were
acquired for the triggered bunch crossing, for the crossing
before the trigger, and for the crossing after the trigger. The
pre/post data were summed for towers associated with jets
and set a limit of ≈0.001 of the high-energy jets have contri-
butions from pileup, as expected because all components of
the detector apparatus were fast relative to the bunch-crossing
frequency and the average interaction rate was only ≈10 kHz.

The BBC reconstructed the z component of the collision
vertex (zv) from time-difference measurements, calibrated by
the measured distance between the two annuli. Calibration to
match arrival times of fast particles produced in the collision
was done online, with some final adjustments done in offline
analysis. In the analysis, |zv| < 75 cm is imposed. The BBC is
also used to measure total charge from scintillation light. The
photomultiplier tube gains were adjusted online to provide an
average charge of 100 counts for minimum ionizing particles
(MIPs) through one of the detectors. Final adjustments of
the BBC charge calibration were done in offline analysis.
The total charge measured in the Au-beam facing BBC an-
nulus (�QY ) is related by simulation to b of the colliding
ions. HIJING simulations of minimum-bias Cu+Au collisions
at

√
sNN = 200 GeV followed by GEANT simulations of the

IP2 apparatus give a linear dependence of b with �QY , with
the smallest b ≈ 9.6 fm for a �QY < 4000 requirement. The
most central (b = 0) Cu+Au collisions are predicted to have
�QY ≈ 30 000 counts. For such collisions, the calorimeter is
highly occupied. This report is restricted to peripheral Cu+Au
collisions, to ensure that jet clusters can be robustly found.

Most of the relevant calibration of the calorimeter was pre-
viously described [26], although corrections to the calibration
are required for Cu+Au collisions. Peaks from MIPs from
cosmic-ray muons were matched to set the hardware gain of
each cell prior to collisions. Software relative-gain correc-

tions were made to match the slopes of the steeply falling
charge distributions for each cell from p + p collision data
to PYTHIA/GEANT simulations, which accurately describe data
from the individual calorimeter cells, and most other aspects
of the data. These same gain corrections work for the Cu+Au
data, acquired two months later than the p + p data, except
for the 16 cells that had their anode signals split by 50 � split-
ters for the pulse-shape discrimination tests. The signal split
meant twice higher software corrections (and energy range)
for these cells. HIJING/GEANT simulations accurately describe
the individual-cell response to Cu+Au collisions, and many
other aspects of the data. Following relative gain calibration of
all the cells, the absolute energy scale was determined from re-
construction of neutral pions from pairs of photons detected in
the calorimeter. The difference between the average hadronic
and electromagnetic energy scales was initially determined
from PYTHIA/GEANT simulations, and later confirmed by test-
beam measurements at FermiLab (T1064 [31]). T1064 also
confirmed good electromagnetic response of the calorimeter,
as needed for π0 reconstruction.

After completing basic calibration of the calorimeter,
jet finding proceeds. A jet finder is a pattern recognition
algorithm [32] that returns a list of jets having pseudorapid-
ity (η j

jet), azimuthal angle (φ j
jet), and energy (E j

jet) for j =
1, . . . , Mjet from the list of N hit elements of a calorimeter in
an event. The hit elements associated with one jet depend on
a cone size Rjet =

√
�η2 + �φ2 relative to the jet direction.

The objects determined here are called tower jets, which are
found either in data or in simulations of data using a realistic
event generator (e.g., PYTHIA [33]) and a simulation of the IP2
apparatus using GEANT [30]. Frequently, jets are also found
from the list of particles and their momenta returned by an
event generator. These are so-called particle jets, that do not
have detector effects and are built from particles of known
energies. The jet-energy scale is set from comparison of tower
jets and particle jets, and checked in the data from two- and
three-jet mass peaks. The resolution of the found jets has com-
ponents from the detector performance and from fluctuations
of underlying event (UE) in Cu+Au collisions, determined
from embedding p + p jets from PYTHIA/GEANT into Cu+Au
minimum-bias data. This section describes details of the de-
termination of the jet-energy scale and the resolution of the
found jets.

Jets are reconstructed using an implementation [26] of
the anti-kt algorithm [32] with a variety of cone radii (Rjet).
Checks of the jet finder were independently made by use
of the anti-kt option in the FASTJET 3.3.2 package [34]. The
jet-energy scale was initially determined for Rjet = 0.7 by
matching particle jets from PYTHIA [33] to tower jets from
PYTHIA/GEANT [26], and then adjusted for other Rjet values
by a linear correction made to the four-momentum of each
jet returned by the jet finder. This correction used the parton
from PYTHIA/GEANT simulations (where the energy of the
parton is known) that was associated with the reconstructed
jet as a means of correlating jets found with varying Rjet , and
ensuring they have the same energy for different Rjet . We call
this correction jet compensation. A requirement that a good jet
has |ηjet − 3.25| < 0.20 is imposed to ensure minimal effects
from the limited acceptance of the calorimeter. We establish
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Cu+Au and embedded jet, 3000<ΣQY<4000
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FIG. 3. Left: Average reconstructed energy versus energy of the p + p jet embedded into minimum-bias Cu+Au data for events having
�QY 1 < �QY < �QY 2. The black points show the linear relationship between input and reconstructed jets. The slope of the line fitting those
points is the same as found for jet production in p + p. The offset (e0) represents the average effect of UE, which grows with �QY 2 as
shown in the inset. Right: The jet-energy scale is determined from the comparison of particle jets (EP) to tower jets (ER) from HIJING/GEANT

simulations of Cu+Au collisions. Results for �QY < 1000 are shown. The green band represents ±3% variation of the jet-energy scale. The
inset shows a distribution of energy difference �E = EP − ER from jet finding with Rjet = 0.5 in one bin of particle-jet energy with a fit by
a Gaussian distribution. The blue points show the variation of Gaussian centroid (μ) with the average tower-jet energy. Results for jets found
with Rjet = 0.5 and Rjet = 0.7 are shown.

that, on average, less than ≈3% of the jets found in Cu+Au
events are fake, by randomly choosing towers from an en-
semble of events that had similar zv to within ±5 cm and
�QY to within ±200 counts, and then applying the jet finder
to events constructed from random towers. The fake jets fall
more rapidly with increasing energy than real jets and also
have smaller tower multiplicity.

Underlying event (UE) is significantly larger in Cu+Au
collisions than in p + p collisions, and arises from particles
that are not associated with jets. For Cu+Au data, a further
correction to the jet-energy scale is made from analysis of
p + p jets from PYTHIA/GEANT embedded into minimum-bias
Cu+Au data. Given the good agreement between p + p data
and PYTHIA/GEANT [26], either data or simulation suffices
for embedding. A distribution of the reconstructed jet energy
results when the reconstructed jet is directionally matched
to the p + p jet embedded into the event. The mean value
of the energy-difference distribution from embedding at a
given �QY is subtracted from the jet energy. Figure 3 (left)
shows that the embedding results have the same slope with
jet energy as found in p + p, with an offset coming from the
average effect of UE. The inset to the figure shows how the
average additive correction to UE varies with �QY . Hence,
the jet-energy calibration is identical between p + p and
Cu+Au, except for a �QY additive correction needed for the
latter due to UE. The impact of fluctuations of UE is discussed
below.

Multiple checks were made of the jet-energy scale for
the Cu+Au data. One check compares directionally matched
particle jets of energy EP to tower jets of energy ER (Fig. 3)
from HIJING/GEANT simulations. After correction for acciden-
tal matches caused by the jet multiplicity, the distribution of
the energy difference �E = ER − EP is found to be Gaus-
sian. The Gaussian centroid is consistent with being constant

to within ±3% for the jet-energy range 50 < E < 130 GeV.
Figure 3 shows results for events with �QY < 1000. Similar
results are found for upper limits on summed charge up to
4000 counts. Other checks made of the jet-energy scale are
from mass peaks observed in multijet events, which will be
discussed in subsequent reports.

Jet-energy resolution must be quantified to unfold mea-
sured spectra to recover the true spectrum generated in the
collision. There are two sources that affect jet resolution. The
energy resolution of the calorimeter impacts the jet resolution.
Jet resolution can be worsened from particles that lie beyond
the detector acceptance (e.g., soft photons from the decay of
neutral pions that fall beyond the jet cone, Rjet). Jet resolution
from detector effects is determined from reconstructions of
particle and tower jets in PYTHIA/GEANT simulations of p + p
collisions. The GEANT simulation is highly constrained since it
accurately describes test-beam data (T1064) [31] for negative
pions acquired at 6, 12, 18, and 24 GeV. Figure 4(b) shows that
jet resolution from detector effects changes little with jet en-
ergy, but does depend on the cone radius used. The resolution
difference between Rjet = 0.5 and 0.7 is due to differences
in the ratio of electromagnetic particles to hadronic particles
within the jets. This ratio is important because T1064 data
shows electron resolution is ≈2.5 times better than negative
pion resolution. This ratio can be measured in principle, but is
unmeasured at present. Consequently we attribute a system-
atic uncertainty of half the difference between the Rjet = 0.5
and 0.7 results for detector resolution, as discussed further
below.

Another source of finite jet resolution for Cu+Au colli-
sions is from fluctuations of UE. This resolution contribution
is determined from embedding p + p jets into minimum-
bias Cu+Au, and then comparing the reconstructed jet to
the embedded jet. Figure 4(a) shows an energy-difference
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FIG. 4. Jet resolution is determined from (a) embedding jets into
Cu+Au MB events selected to have �QY < 1000. The energy dif-
ference, �E , between reconstructed and embedded jet is shown for
one EJ bin. (b) Detector resolution is determined from comparing
particle jets to tower jets. The ratio σ/μ from Gaussian fits to energy
difference distributions is shown versus tower-jet energy. (c) The
product of the response matrix from embedding with the response
matrix from detector resolution is shown. The matrix is normalized
to give the probability a jet is reconstructed with energy ER when
produced with energy EJ .

distribution for events with �QY < 1000 counts. There are
exponential tails to the energy difference distribution that fall
from 1% to 0.05%. These tails become more prominent as
�QY,max is increased. Figure 4(c) shows the response matrix
obtained from embedding giving the probability to observe a
jet of energy ER from a jet produced with energy EJ .

A simulation model was developed to explain embedding
results [Fig. 4(a)]. The objective is to use the model to explore
systematic uncertainties associated with UE. Figure 5 shows
that the embedding results are well explained by a simple
model. In the model a p + p jet of energy EJ is selected.
Additional towers are randomly produced. Four parameters
are introduced to describe the two-component tower energy
distributions from minimum-bias Cu+Au events, which the
simulation model can reproduce as can HIJING/GEANT simu-
lations. One component of the tower energy distribution is a
Gaussian distribution whose centroid is zero. The probability
(PG) and σ are two parameters of the model, with σ = 35/r
GeV, where r is the distance of the tower center from the beam
which varies from 5 to 116 cm. The PG parameter is 0.02, and
represents the probability a cell becomes a tower with energy
drawn at random from the Gaussian distribution. The second
component of the tower-energy distribution is exponential.
This component is modeled by two parameters corresponding
to the probability, P = 1.2 × 10−3, that a cell is a tower whose
energy is drawn at random from an exponential distribu-
tion specified by slope ET = 180/r GeV. The P parameter
increases quadratically with �QY,max. For �QY,max = 1000,
P = 4.2 × 10−3 for R = 0.5 jets and P = 2.4 × 10−3 for R =

Embedded p+p jets, 80 GeV <EJ<100 GeV
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0.7 jets. This four-parameter simulation model accurately de-
scribes the embedding results. Systematic uncertainties from
UE are estimated by scaling the probabilities by a factor of 2,
discussed further below.

III. RESULTS

The multiplicity of towers found in jets from Cu+Au colli-
sions is shown in Fig. 6. Comparison is made to HIJING/GEANT

simulations. Although the extent of the data and simulation
multiplicity distributions match for all energy bins, the aver-
age multiplicity from simulation is one tower less than found
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FIG. 6. Multiplicity of towers within jets found in Cu+Au data,
in HIJING/GEANT simulations, and in p + p collisions at

√
s =

510 GeV.
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in the data. Also, the Cu+Au data are compared to jets from
p + p at

√
s = 510 GeV, as motivated by Fig. 2(a). The mean

tower multiplicity is two towers smaller in p + p compared
to Cu+Au, most likely due to UE contributions in HI data.
The jet energies are corrected as per Fig. 3 (left); the tower
multiplicities are not corrected. Trends in the comparisons
persist from low to high energy, with energy independent
scale factors used for HIJING/GEANT and p + p. From this we
conclude jets with E > 90 GeV are not from the merging of
two or more lower energy jets. This conclusion is supported
by embedding studies, as well.

Single event displays [35] show that most events with high-
energy jets from peripheral Cu+Au collisions are relatively
simple, similar to what is observed for p + p collisions, con-
sistent with embedding results from Fig. 5 that show that most
p + p jets are unaffected by UE. There are some events with
a high energy jet that also have a large value for the energy
sum of cells closest to the beam (the perimeter-1 sum, �EP1),
that make the jet cluster less distinct from other activity in
the calorimeter. We limit any effect of such events by impos-
ing �EP1 < 350 GeV as an event requirement. Absent this
restriction, jets are found to even higher energy than what we
report. The restriction is imposed to ensure minimal confusion
for the jet finder. For MB events, the distribution of �EP1

is similar for different �QY bins considered. HIJING/GEANT

predicts a similar �EP1 distribution to that seen in the data,
precluding single-beam backgrounds as the source of these
events.

Jet-energy resolution impacts the steeply falling energy
distributions. The small yield of high-energy jets may be
caused by migration of some of the prolific lower-energy jets
to high energy, due to finite resolution.

Both detector resolution and UE fluctuations are corrected
for in the data by the singular value decomposition (SVD)
unfolding algorithm [36]. One input to the SVD unfolding
algorithm is a normalized response matrix, shown in Fig. 4(c)
for events with �QY < 1000 counts. The color scale repre-
sents the probability to reconstruct a jet with energy ER from
jets produced with energy EJ . The response matrix is a product
of a matrix obtained from embedding studies with a matrix
representing detector resolution. The observed jet-energy dis-
tribution equals the full normalized response matrix times the
true dN/dE , represented as a vector.

The SVD unfolding algorithm [36] was extensively stud-
ied using power-law parametrizations of jet-energy spectra:
dN/dE = N (1 − x)p/xq, with x = E/E0 identified as the
Feynman scaling variable. A description of the unfolding tests
is available in an analysis note [37]. As the impact parameter
of the colliding ions decreases, the jet-energy spectra are best
described by an exponential function, which from tests may
not be uniquely unfolded to eliminate resolution effects and
return the true distribution of jets from the collision. For
more peripheral HI collisions, negative logarithmic curvature
is observed in raw jet-energy distributions (Fig. 7). The raw
data extends to energies that are more than two times larger
than given by Feynman scaling assuming

√
s = √

sNN . The
unfolding proceeds via a singular value decomposition [36] of
the response matrix [Fig. 4(c)]. Instabilities inherent to SVD
unfolding are cured by regularizing the singular values. The

Cu+Au→jet+X, √sNN=200 GeV, ΣQY<1000
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FIG. 7. Jet-energy distribution from Cu+Au collisions with
�QY < 1000. Open points are raw data for jets found with Rjet = 0.5
(left) and Rjet = 0.7 (right). Solid points are from unfolding [36]
the response matrix [Fig. 4(c)] from the data. The unfolded points
are fit by power-law functions whose endpoints (E0) are >100 GeV.
At fixed E , the width of the green band is predominantly from the
uncertainty in the jet-energy scale. The power-law parameters are
listed in Table I.

statistics per bin of the response matrix are sufficient to ensure
stable unfolding results. The regularization parameter, τ is
determined by computing a χ2 between the unfolded distribu-
tion and an input guide distribution that is initially determined
from a power-law fit to the raw data, with the power-law
parameters N, p, q, E0 allowed to freely vary. Other choices
for the regularization parameter were also made with simi-
lar results, albeit with some change in E0 accounted for by
including a systematic uncertainty from the regularization
parameter. Figure 7 shows that finite resolution does not ac-
count for all of the highest energy jets, in that unfolded data
can be fit by power-law functions with E0 = 167.0 ± 10.8
GeV when Rjet = 0.5 is used and E0 = 197.5 ± 7.6 GeV
when Rjet = 0.7 is used. The unfolded results are similar to
an independent Monte Carlo method that adjusts the true jet

TABLE I. Average values of power-law fit parameters in Fig. 7.
Individual power-law fits to unfolded data are performed during
systematic variations of jet-energy scale, jet-energy resolution, the
SVD reguarlization parameter, and UE, as described in the text.

Parameter R = 0.5 R = 0.7

E0 (GeV) 167.0 ± 10.8 197.5 ± 7.6
N 293 ± 191 2240 ± 411
p 1.9 ± 0.6 3.8 ± 0.3
q 3.0 ± 0.3 0.4 ± 0.1
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dN/dE until the response matrix acting on it produces the ob-
served jet-energy distribution. The fitted E0 values correspond
to effective NN

√
s ≈ 334 and 395 GeV, which is significantly

larger than the assumption that nucleon-nucleon
√

s = √
sNN ,

similar to model expectations [Fig. 2(a)]. The E0 values are
determined from the average of six power-law fits obtained
as the jet-energy scale, the jet-energy resolution, the SVD
regularization parameter, and UE fluctuations are varied. The
uncertainties on E0 are the root-mean squared values from the
distributions. The yields of jets are similar when Rjet = 0.5
and Rjet = 0.7 are used to find jets. The smaller cone size
results in a steeper rise of the jet-energy spectrum with de-
creasing energy at low energy, most likely due to splitting of
higher energy jets.

The unfolded data in Fig. 7 include multiple sources
of systematic uncertainty added in quadrature with the
statistical uncertainty. The ±3% jet-energy scale uncertainty
is included in both the raw-data and unfolded points. The
width of the power-law fit parameter band is predominantly
from jet-energy scale variations. Jet-energy resolution is also
included in the uncertainties for the unfolded data points. Half
the difference between the R = 0.5 and R = 0.7 jet-energy
resolutions [Fig. 4(b)] is considered the uncertainty, and
separate SVD unfoldings are performed for the nominal and
modified jet-energy resolution. Variation of the SVD unfold-
ing parameter τ also contributes to the systematic uncertainty.
Finally, the simulation that describes embedding results
(Fig. 5) has the tower probability from both Gaussian and
exponential distributions artificially increased by a factor of 2.
Although this may appear to be a large variation, it illustrates
that the dominant effects from unfolding are from detector
effects, both jet-energy scale and jet-energy resolution. The
impact of UE fluctuations is small, as can be seen from the
small probability of exponential tails in Fig. 5. Systematic
effects from jet-energy resolution can be reduced in an exper-
iment that measures the electromagnetic fraction of the jet.

Table I lists the average value of the power-law fit parame-
ters from the variations used to deduce systematic uncertainty
in Fig. 7. The normalization parameter N is strongly cor-
related with the fitted powers p, q. We attribute physical
significance to only the E0 parameter, although future exten-
sions of HI models to accommodate a QCD accelerator may
find such significance in the other parameters.

Run-by-run analysis shows that no special beam conditions
give rise to these high-energy jets. The pT distribution of the
highest-energy tower within the jet qualitatively matches pre-
dictions from HIJING/GEANT, again precluding single-beam
backgrounds as the origin of the high-energy jets. Similar
yields of high-energy jets are found from different parts of
the zv distribution. Contributions from pileup are found to be
small. We rule out instrumental or environmental sources of
these high-energy jets.

After all corrections and systematic checks, we find that
forward-jet production in peripheral Cu+Au collisions ex-
ceeds the Feynman-scaling endpoint energy by a factor
between 1.7 and 2.0, assuming conventional parton scattering
from nucleon-nucleon collisions with

√
s = √

sNN .
The HIJING model of heavy-ion collisions [10] predicts that

single-particle production also violates Feynman scaling, with

Cu+Au→jet+X, √sNN=200 GeV, R=0.5
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FIG. 8. Jet-energy distribution from Cu+Au collisions as a func-
tion of the upper limit on �QY . Open points are raw data for jets
found with Rjet = 0.5. Solid points are from unfolding [36] the re-
sponse matrix [Fig. (4)] from the data. The inset shows the fitted
endpoint (E0) as a function of the upper limit on �QY . Uncertainties
on E0 are the quadrature sum of uncertainties from power-law fits
and systematic effects from detector-based jet resolution.

the magnitude of the effect increasing as the collisions become
more central (b → 0). To examine this, we systematically
increase the upper limit on the Au-beam facing charge sum,
as shown in Fig. 8. Checks of the data show that multijet
mass-peak widths are proportional to the root-mean square
of the embedding �E distribution [Fig. 4(a)] as �QY,max is
increased. This supports that embedding properly measures
resolution from UE fluctuations. To ensure adequate statis-
tics, the acceptance is increased to |dη| < 0.25. Systematic
uncertainties are estimated by varying the jet-energy scale
by ±3%, the jet-energy resolution by ±3%, the SVD regu-
larization parameter, and UE fluctuations by a factor of 1.5.
The uncertainties shown are the quadrature sum of statistical
uncertainty and systematic uncertainties from the four vari-
ations considered. The jet-energy scale variations makes the
largest contribution to the systematic uncertainty, although
the SVD regularization variation is dominant for high-energy
jets when �QY,max = 3000. As �QY,max is increased the fitted
E0 value increases, as shown in the inset to Fig. 8. This
is consistent with expectations regarding string interactions
becoming a more effective QCD accelerator at smaller im-
pact parameter. At the very least, Fig. 8 demonstrates that
E0 >

√
sNN/2 is not resulting from some special centrality

selection. Smooth dependence on �QY max is observed in all
cases. Unlike for HIJING, even the most peripheral Cu+Au col-
lisions still have E0 > 100 GeV in unfolded data. The average
values of the other fit parameters are shown in Table II. QCD
string interactions have been in some HI collision models
for over thirty years. These data provide clear experimental
evidence of QCD string interactions. Models will have to be
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TABLE II. Average values of power-law fit parameters in Fig. 8.
Individual power-law fits to unfolded data are performed during
systematic variations of jet-energy scale, jet-energy resolution, the
SVD reguarlization parameter, and UE, as described in the text.

Parameter �QY,max=1000 �QY,max=2000 �QY,max=3000

E0 (GeV) 163.0 ± 1.9 169.0 ± 4.4 181.3 ± 7.2
N 87 ± 17 44 ± 9 39 ± 9
p 1.3 ± 0.2 1.5 ± 0.5 1.2 ± 0.3
q 3.1 ± 0.1 3.5 ± 0.3 3.7 ± 0.5

adjusted to better describe these findings. Given the com-
plexity of Cu+Au collisions, it could be possible that some
combination of initial-state effects (i.e., modification of parton
distributions in nuclei) and final-state effects could explain our
measurements.

IV. CONCLUSIONS

Jets produced by Cu+Au collisions at
√

sNN = 200 GeV
in the forward direction significantly violate Feynman scal-

ing, assuming nucleon-nucleon
√

s = √
sNN . The effective

nucleon-nucleon
√

s varies linearly from 1.5 to ≈2 times
larger than

√
sNN as the impact parameter decreases. These

observations qualitatively match previously untested theoret-
ical expectations of QCD string interactions that are within
multiple models of HI collisions. There are important im-
plications of QCD string interactions for the study of very
high-energy cosmic rays, particularly for observables that rely
on models of the interaction of cosmic-ray primaries in the
atmosphere. It is fully expected that QCD string interactions
may also provide a window to search for the production of
new particles.
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