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STAR’s measurements of directed flow (v1) around midrapidity for ��, K�, K0
S, p, and �p in Auþ Au

collisions at
ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV are presented. A negative v1ðyÞ slope is observed for most of produced

particles (��, K�, K0
S, and �p). In 5%–30% central collisions, a sizable difference is present between the

v1ðyÞ slope of protons and antiprotons, with the former being consistent with zero within errors. The v1

excitation function is presented. Comparisons to model calculations (RQMD, UrQMD, AMPT, QGSM

with parton recombination, and a hydrodynamics model with a tilted source) are made. For those

models which have calculations of v1 for both pions and protons, none of them can describe v1ðyÞ for
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pions and protons simultaneously. The hydrodynamics model with a tilted source as currently

implemented cannot explain the centrality dependence of the difference between the v1ðyÞ slopes of

protons and antiprotons.

DOI: 10.1103/PhysRevLett.108.202301 PACS numbers: 25.75.Ld

The BNL Relativistic Heavy Ion Collider (RHIC) was
built to study a new form of matter known as the quark-
gluon plasma (QGP) [1], which existed in the Universe
shortly after the big bang. At RHIC, two nuclei are collided
at near light speed, and the collision produces thousands
of particles due to the significant energy deposited. The
collective motion of the produced particles can be charac-
terized [2] by Fourier coefficients,

vn ¼ hcosnð�� c Þi; (1)

where n denotes the harmonic, � and c denote the azimu-
thal angle of an outgoing particle and reaction plane,
respectively. The reaction plane is defined by the collision
axis and the line connecting the centers of two nuclei. Thus
far, five of these coefficients have been measured and
found to be nonzero at RHIC [3]. They are directed flow
v1, elliptic flow v2, triangular flow v3, the fourth-order
harmonic flow v4, and the sixth-order harmonic flow v6.
This Letter will focus on the directed flow, the first Fourier
coefficient.

Directed flow describes the sideward motion of pro-
duced particles in ultrarelativistic nuclear collisions. It is
believed to be generated during the nuclear passage time
before the thermalization happens; thus, it carries early
information from the collision [4–7]. The shape of directed
flow at midrapidity may be modified by the collective
expansion and reveal a signature of a possible phase tran-
sition from normal nuclear matter to a QGP [8–10]. It is
argued that directed flow, as an odd function of rapidity (y),
may exhibit a small slope (flatness) at midrapidity due to a
strong expansion of the fireball being tilted away from the
collision axis. Such tilted expansion gives rise to antiflow
[8] or a third-flow [9] component (not the third flow
harmonic). The antiflow (or the third-flow component) is
perpendicular to the source surface, and is in the opposite
direction to the bouncing-off motion of nucleons. If the
tilted expansion is strong enough, it can even overcome the
bouncing-off motion and results in a negative v1ðyÞ slope
at midrapidity, potentially producing a wigglelike structure
in v1ðyÞ. Note that although calculations [8,9] for both
antiflow and third-flow component are made for collisions
at Super Proton Synchrotron (SPS) energies where the first-
order phase transition to a QGP is believed to be the most
relevant [10], the direct cause of the negative slope is the
strong, tilted expansion, which is also important at RHIC’s
top energies. Indeed, hydrodynamic calculations [11] for
Auþ Au collisions at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV with a tilted

source as the initial condition can give a similar negative
v1ðyÞ slope as that found in data. A wiggle structure is also

seen in the relativistic quantum molecular dynamics
(RQMD) model [12], and it is attributed to baryon stopping
together with a positive space-momentum correlation. In
this picture, no phase transition is needed, and pions and
nucleons flow in opposite directions. To distinguish between
baryon stopping and antiflow, it is desirable to measure the
v1ðyÞ for identified particles and compare the sign of their
slopes at midrapidity. In particular, the observation of a
centrality dependence of proton v1ðyÞ may reveal the char-
acter of a possible first-order phase transition [10]. It is
expected that in very peripheral collisions, the bouncing-
off motion dominates over the entire rapidity range, and
protons at midrapidity flow in the same direction as specta-
tors. In midcentral collisions, if there is a phase transition,
the proton v1ðyÞ slope at midrapidity may change sign and
become negative. Eventually the slope diminishes in central
collisions due to the symmetry of the collisions.
The E895 Collaboration has shown that at low energies

K0
S has a negative v1ðyÞ slope around midrapidity [13],

while � and protons have positive slopes [14]. This is
explained by a repulsive kaon-nucleon potential and an
attractive �-nucleon potential. The NA49 Collaboration
[15] has measured v1 for pions and protons, and a negative
v1ðyÞ slope is observed by the standard event plane
method. The three-particle correlation method v1f3g [16],
which is believed to be less sensitive to nonflow effects,
gives a negative slope too, but with a larger statistical error.
The nonflow effects are correlations among particles that
are not related to the reaction plane, including the quantum
Hanbury Brown–Twiss correlation [17], resonance decays
[18], and so on. At top RHIC energies, v1 has been studied
mostly for charged particles by both the STAR and
the PHOBOS Collaborations [19–22]. It is found that v1

in the forward region follows the limiting fragmentation
hypothesis [23], and v1 as a function of pseudorapidity (�)
depends only on the incident energy, but not on the size of
the colliding system at a given centrality. Such system size
independence of v1 can be explained by the hydrodynamic
calculation with a tilted initial condition [11]. The system-
atic study of v1 for identified particles at RHIC did not
begin until recently because it is more challenging for two
reasons: (1) v1 for some identified particles (for example,
protons) is much smaller than that of all charged particles
and (2) more statistics are needed to determine v1 for
identified particles other than pions.
Fifty-four million events from Auþ Au collisions at
ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV have been used in this study, all taken

by a minimum-bias trigger with the STAR detector during
RHIC’s seventh run in year 2007. The main trigger detector
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used is the vertex position detector (VPD) [24]. The cen-
trality definition of an event was based on the number of
charged tracks in the time projection chamber (TPC) [25]
with track quality cuts: j�j< 0:5, a distance of closest
approach (DCA) to the vertex less than 3 cm, and 10 or
more fit points. In the analysis, events are required to have
the vertex z within 30 cm from the center of the TPC, and
additional weight is assigned to each event in the analysis,
accounting for the nonuniform VPD trigger efficiency in
the vertex z direction for different centrality classes. The
event plane angle is determined from the sideward deflec-
tion of spectator neutrons measured by STAR’s shower
maximum detector inside the zero degree calorimeters
(ZDC-SMDs). Such sideward deflection of spectator neu-
trons is expected to happen in the reaction plane rather than
participant plane, since the ZDC-SMDs are located close to
beam rapidity. Being 6 units in � away from midrapidity,
ZDC-SMDs also allow a measurement of v1 with minimal
contribution from nonflow correlations. The description of
measuring v1 using the ZDC-SMDs event plane can be
found in [21]. Particle identification (PID) of charged
particles is achieved by measuring ionization energy loss
(dE=dx) inside STAR’s TPC, together with the measure-
ment of the momentum (p) via TPC tracking. Track quality
cuts are the same as used in [26]. In addition, the transverse
momentum pT for protons is required to be larger than
400 MeV=c, and DCA is required to be less than 1 cm in
order to avoid including background protons which are
from knockout/nuclear interactions of pions with inner
detector material. The same cuts are applied to antiprotons
as well to ensure a fair comparison with protons. The high
end of the pT cut is 1 GeV=c, where protons and pions
have the same energy loss in the TPC and thus become
indistinguishable. For pions and kaons, the pT range is
0:15–0:75 GeV=c and 0:2–0:6 GeV=c, respectively. K0

Sð!
�þ��Þ are topologically reconstructed by their charged
daughter tracks inside the TPC [27].

Results presented in the following figures contain only
statistical errors. Results for pions, protons, and antipro-
tons are not corrected for the feeddown from weak decay
particles. The major systematic error in determining the
slope of v1ðyÞ for identified particles is from the particle
misidentification, which was evaluated by varying the
dE=dx cut. Another systematic error comes from the non-
uniform pT acceptance, as v1ðyÞ is obtained by integrating
v1 over the pT acceptance, which itself depends on the
rapidity. This effect is non-negligible for protons and anti-
protons at large rapidity. It is estimated by taking the
difference between slopes fitted with points integrated
with pT acceptance at midrapidity and at large rapidity.
In addition, some of the observed protons have originated
from interactions between the produced particles and the
detector material, and such effect has also been taken into
consideration. The total systematic uncertainty is obtained
by adding uncertainties mentioned above in quadrature.

There are also common systematic errors that should be
applied to all particles: the uncertainty due to the first-order
event plane determination, which was estimated to be
�10% (relative error) [21], and the uncertainty due to
centrality selection, which was estimated to be�4% (rela-
tive error) by comparing our charged v1ð�Þ slope to that
from the RHIC run in 2004. Other systematic errors have
been evaluated to be negligible.
In Fig. 1, v1ðyÞ of ��, K�, K0

S, p, and �p are presented

for centrality 10%–70%. Following convention, the sign
of spectator v1 in the forward region is chosen to be
positive, to which the measured sign of v1 for particles
of interest is only relative. Fitting with a linear function,
the slopes are �0:15� 0:05ðstatÞ � 0:08ðsystÞð%Þ for the
protons, �0:46� 0:06ðstatÞ � 0:04ðsystÞð%Þ for the anti-
protons,�0:27� 0:01ðstatÞ � 0:01ðsystÞð%Þ for the pions,
�0:02� 0:11ðstatÞ � 0:04ðsystÞð%Þ for the kaons and
�0:17� 0:02ðstatÞ � 0:04ðsystÞð%Þ for the K0

S. The rela-

tive 10% common systematic error for all particles is not
listed here. The v1ðyÞ slope for the produced particle types
(��, K�, K0

S, and �p) are mostly found to be negative at

midrapidity, which is consistent with the antiflow picture.
In particular, kaons are less sensitive to shadowing effects
due to the small kaon-nucleon cross section, yet they show
a negative slope. This is again consistent with the antiflow
picture. Interestingly, v1ðyÞ for protons exhibits a clearly
flatter shape than that for antiprotons. While mass may
contribute to the difference in slope between pions and
protons or antiprotons, it cannot explain the difference in
slope observed for antiprotons and protons. Indeed, the
observed v1 for protons is a convolution of directed flow
of produced protons with that of transported protons (from
the original projectile and target nuclei), so the flatness
of inclusive proton v1ðyÞ around midrapidity could be
explained by the negative flow of produced protons being
compensated by the positive flow of protons transported
from spectator rapidity, as a feature expected in the anti-
flow picture.

y

 (
%
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1v
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p

FIG. 1 (color). v1 for �
�, K�, K0

S (left panel), p and �p (right
panel) as a function of rapidity for 10%–70% Auþ Au colli-
sions at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV. The lines present the linear fit to the

��, K�, K0
S, p, and �p’s v1ðyÞ, respectively. Data points around

y ¼ 0:29 are slightly shifted horizontally to avoid overlapping.
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In Fig. 2, pion and proton v1ðyÞ are plotted together with
five model calculations, namely, RQMD [12], UrQMD
[28], AMPT [29], QGSM with parton recombination
[30], and slopes from an ideal hydrodynamic calculation
with a tilted source [11]. The model calculations are per-
formed in the same pT acceptance and centrality as the
data. The RQMD and AMPT model calculations predict
the wrong sign and wrong magnitude of pion v1ðyÞ, re-
spectively, while the RQMD and the UrQMD model cal-
culations predict the wrong magnitude of proton v1ðyÞ. For
models other than QGSM, which has the calculation only
for pions, none of them can describe v1ðyÞ for pions and
protons simultaneously.

In Fig. 3, the slope ofv1ðyÞ atmidrapidity is presented as a
function of centrality for protons, antiprotons, and charged
pions. In general, themagnitude of thev1ðyÞ slope converges
to zero as expected for most central collisions. Proton and
antiproton v1ðyÞ slopes are more or less consistent in
30%–80%centrality rangebut diverge in5%–30%centrality.
In addition, two observations are noteworthy: (i) the hydro-
dynamic model with tilted source (which is a characteristic
of antiflow) as currently implemented does not predict the

difference in v1ðyÞ between particle species [31]; (ii) if the
difference between v1 of protons and antiprotons is caused
by antiflow alone, then such difference is expected to be
accompanied by strongly negative v1 slopes. In data, the
large difference between proton and antiproton v1 slopes is
seen in the 5%–30%centrality range,while strongly negative
v1 slopes are found for protons, antiprotons, and charged
pions in a different centrality range (30%–80%). Both ob-
servations suggest that additional mechanisms than that
assumed in [11,31] are needed to explain the centrality
dependence of the difference between the v1ðyÞ slopes of
protons and antiprotons.
The excitation function of proton v1ðy0Þ slope

F (¼ dv1=dy
0 at midrapidity) is presented in Fig. 4. Values

for F are extracted via a polynomial fit of the form Fy0 þ
Cy03, where y0 ¼ y=ybeam for which spectators are normal-
ized at �1. The proton v1ðy0Þ slope decreases rapidly with
increasing energy, reaching zero around

ffiffiffiffiffiffiffiffi

sNN
p ¼ 9 GeV. Its

sign changes to negative as shown by the data point at
ffiffiffiffiffiffiffiffi

sNN
p ¼ 17 GeV, measured by the NA49 experiment [15].

A similar trend has been observed at low energies with a
slightly different quantity dhpxi=dy0 [32,33]. The energy
dependence of the v1ðy0Þ slope for protons is driven by two
factors: (i) the increase in the number of produced protons
over transported protons with increasing energy, and (ii) the
v1 of both produced and transported protons at different
energies. The negative v1ðy0Þ slope for protons around
midrapidity at SPS energies cannot be explained by transport
model calculations like UrQMD [34] and AMPT [29], but
is predicted by hydrodynamics calculations [8,9]. The
present data indicate that the proton v1 slope remains close
to zero at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV as observed at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 9 GeV

and
ffiffiffiffiffiffiffiffi

sNN
p ¼ 17 GeV heavy ion collisions. Our measure-

ment offers a unique check of the validity of a tilted expan-
sion at RHIC top energy.
In summary, STAR’s measurements of directed flow of

pions, kaons, protons, and antiprotons for Auþ Au colli-
sions at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV are presented. In the range of

10%–70% central collisions, v1ðyÞ slopes of pions, kaons
(K0

S), and antiprotons are found to be mostly negative at
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p ¼

200 GeV. TheQGSM*model presents the basic quark-gluon string
model with parton recombination [30]. The hydro* model presents
the hydrodynamic expansion from a tilted source [11].
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midrapidity. In 5%–30% central collisions, a sizable dif-
ference is present between the v1ðyÞ slope of protons and
antiprotons, with the former being consistent with zero
within errors. Comparison to models (RQMD, UrQMD,
AMPT, QGSM with parton recombination, and hydrody-
namics with a tilted source) is made. Putting aside the
QGSM model, which has the calculation only for pions,
none of the other models explored can describe v1ðyÞ for
pions and protons simultaneously. Additional mechanisms
than that assumed in the hydrodynamics model with a tilted
source [11,31] are needed to explain the centrality depen-
dence of the difference between the v1ðyÞ slopes of protons
and antiprotons. Our measurement indicates that the
proton’s v1ðyÞ slope remains close to zero for Auþ Au
collisions at

ffiffiffiffiffiffiffiffi

sNN
p ¼ 200 GeV. These new measurements

on the particle species and centrality dependence of v1ðyÞ
provides a check for the validity of a tilted expansion at
RHIC top energy.
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