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The spectra of electronic excitations in graphene are calculated using first principles time-dependent density
functional theory formalism, and used to obtain π and π + σ plasmon dispersion curves. The spectra and
dispersion are in excellent agreement with recent experimental results, and they are used to investigate the
anisotropy and splitting of a π plasmon, which has also been experimentally verified. The high accuracy of this
calculation enabled the discovery of some different features in the spectra, especially the �M-�K anisotropy of
the two-dimensional (2D) plasmon dispersion curve, which qualitatively agrees with recent experimental results.
Our ab initio 2D plasmon dispersion curves are compared with the ones obtained in some recently proposed 2D
models. They show strong disagreement with the dispersion curve obtained using a simple one-band 2D theory,
as well as some discrepancies with respect to the commonly used Das Sarma et al.’s dispersion curve, even in the
isotropic region. Excellent agreement of the calculated spectrum in pristine graphene with the electron energy
loss spectroscopy spectrum measured for lower momentum transfers is demonstrated.

DOI: 10.1103/PhysRevB.87.075447 PACS number(s): 73.22.Pr, 73.22.Lp

I. INTRODUCTION

Since its discovery by Novoselov1–4 in 2005, graphene
has become a very interesting material that is applicable
in various fields. As it becomes easier to produce,1,5,6 this
trend is increasing, making graphene applicable in the fields
such as photonics,7 plasmonics,8,9 or nanoelectronics.10 Such
applications require accurate experimental and theoretical
investigations of single particle and collective electronic
excitations in graphene, but also their interaction with crystal
lattice vibrations, light,8 etc. Even though there have been
many experimental11–16 and theoretical14,17–21 studies of
various electronic excitations in graphene, there is still a need
for accurate first principles calculations of these excitations
and their mutual interplay.

In this paper the dynamical response function of graphene
is calculated in the first principles density functional theory
(DFT), within the random phase approximation (RPA). Using
this response function we calculate the propagator of the
dynamically screened Coulomb interaction, and then use its
imaginary part to obtain the spectra of electronic excitations in
graphene. By scanning the intensities of the energy dissipation
peaks for each (Q,ω) electronic mode, we obtain a map of
electron-hole and plasmon excitations in pristine and doped
graphene. The dominant modes in pristine graphene are
low-energy π and high-energy π + σ plasmons. For higher
momentum transfers in the �M direction we found splitting
of the π plasmon to the principal π1 and the low intensity π2

modes. This effect has already been observed experimentally21

and explained theoretically.16 We found that the high-energy
π + σ plasmon strongly decays into a corresponding interband
electron-hole continuum and is only well defined in the optical
Q ≈ 0 limit. Our calculation of the π plasmon energy for
small momentum transfers gives 4.85 eV, which is in good
agreement with the reported experimental values of 4.7 eV
(Ref. 14) or 5.1 eV.15 For the energy of the π + σ plasmon we
get 14.5 eV, which is also in good agreement with the reported
experimental values of 14.6 eV (Ref. 14) or 14.5 eV.15 We

also compare the calculated spectrum with the electron energy
loss spectroscopy (EELS) spectrum14 and find the agreement
to be excellent. This confirmed the high precision of our
calculations, so we extended our study to the doping induced
excitations at shorter wavelengths and found two-dimensional
(2D) plasmon dispersion anisotropy.

Most of the results concern electronic excitations in the
doped graphene. Doping can be achieved in various ways22 and
for different reasons, many of them related to the applications
in electronics, e.g., by opening the gap at the Dirac point.
Sometimes doping arises from the charge transfer from the
substrate,23 or is combined with the electrostatic field tuning,24

where electrons are electrostatically injected into a graphene
layer on the field-effect transistor (FET) principle. In this
latter case the bands near the Dirac point do not change but
the Fermi energy moves to the conduction band. We shall
therefore assume that the doping corresponds to the change
in the (negative) charge carrier density and the Fermi energy.
In doped graphene the dominant mode is the low-energy cone
or 2D plasmon. Our detailed ab initio calculations enabled
us to obtain a very accurate 2D plasmon dispersion curve,
and to determine the anisotropy of the 2D plasmon, with
the dispersion curve in the �M direction following the upper
intraband edge, while in the �K direction it is shifted toward
higher energies. This trend has also been experimentally
observed.11,12 We show that the dispersion curve obtained
in the simple one-band 2D electron gas theory lies above
the ab initio dispersion curve in the long wavelength limit.
Even for more accurate model theoretical calculations,17–19

the agreement with our results is only qualitative.
In Sec. II we describe the first principles (DFT) method

used to calculate Kohn-Sham (KS) orbitals in graphene,
and describe how to use these orbitals to calculate the RPA
z-dependent response function, dielectric function, and prop-
agator of the dynamically screened Coulomb interaction. In
Sec. III we use the imaginary part of the induced dynamically
screened Coulomb interaction to calculate the spectra of
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FIG. 1. (Color online) Schematic representation of the graphene
monolayer. The unit cell parameter in the parallel direction is
a = 4.651 a.u., in the perpendicular direction it is L = 5a, and the
thickness of the electronic density is taken to be 2a.

electronic excitations in pristine and doped graphene and
discuss the obtained spectra. In Sec. IV we present the
conclusions.

II. THEORY AND COMPUTATIONAL METHODS

A. Ground state calculation

In this section we briefly describe the calculation of the
Kohn-Sham (KS) wave functions and energy levels (band
structure) in a graphene monolayer, which are needed to calcu-
late the independent electron response function. A schematic
representation of a graphene monolayer is shown in Fig. 1.

For electronic structure calculations we used a plane-wave
self-consistent field DFT code (PWSCF), within the Quan-
tum Espresso (QE) package,25 and the Perdew-Zunger local
density approximation (LDA) for the exchange correlation
(xc) potential.26 An electronic temperature of kBT ≈ 0.1 eV
was assumed to be sufficient to achieve convergence in the
calculation of the KS wave functions, and all energies were
then extrapolated to 0 K. The ground state electronic density
was calculated using a 12 × 12 × 1 Monkhorst-Pack special
K-point mesh, i.e., by using 19 special points in the irreducible
Brillouin zone shown by the blue squares in Fig. 2.
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FIG. 2. (Color online) Graphene Brillouin and irreducible Bril-
louin zone. Blue squares: 12 × 12 × 1 Monkhorst-Pack sampling
used in the LDA ground state calculations; black dots: 101 × 101 × 1
Monkhorst-Pack sampling used in the RPA calculation. The thick
lines represent the path corresponding to momentum transfers Q for
which the loss intensities are calculated and shown in Figs. 5 and 8.
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FIG. 3. (Color online) Graphene band structure. The blue line
shows the occupied π band and the red line shows the unoccupied
π∗ band.

In the PWSCF code we used norm-conserving LDA based
pseudopotentials for carbon atoms,27 and we found the energy
spectrum to be convergent with a 50 Ry plane-wave cutoff. The
graphene band structure along the high symmetry K�, �M ,
MM ′, and M ′� directions shown in Fig. 3 was calculated
along the path with 241 k points, and it agrees with previous
calculations.28 For the graphene unit cell parameter we used
a = 4.651 a.u., which is the experimental lattice constant
commonly used in the literature.29 For the unit cell in the z

direction (separation between periodically repeated graphene
layers) we take L = 5a = 23.255 a.u., as shown in Figs. 1
and 4. For the response function calculation (as will be explain
in Sec. II B) it is important to estimate the appropriate value
for the electron density thickness, and we found it to be around
2a, as shown in Fig. 4.
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FIG. 4. LDA graphene electronic pseudodensity averaged over
the xy plane. L is the thickness of one supercell. The vertical dotted
lines represent positions of the image planes in the pristine graphene
calculated in Ref. 32. The scale on the abscissa is the unit cell
parameter in the xy plane, a = 4.651 a.u.
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B. Response function calculation

The three-dimensional (3D) Fourier transform of the
independent electron response function is given by

χ0
GG′(Q,ω) = 2

V

∑
K∈SBZ

∑
n,m

fn(K) − fm(K + Q)

ω + iη + En(K) − Em(K + Q)

×MnK,mK+Q(G)M∗
nK,mK+Q(G′), (1)

where V = S ∗ L is the normalization volume, S is the
normalization surface, and fn(K) = θ [EF − En(K)] is Fermi-
Dirac distribution at T = 0. In the summation over K we
have used a 101 × 101 × 1 K-point mesh sampling which
corresponds to 10 303 Monkhorst-Pack special k points in the
Brillouin zone and 901 in the irreducible Brillouin zone shown
by the black dots in Fig. 2. Also, the n,m summation is carried
out over 20 bands, which proved to be enough for the proper
description of the high-energy π + σ plasmon. The damping
parameter η used in this calculation is 100 meV. The matrix
elements in (1) have the form

MnK,mK+Q(G) = 〈	nK|e−i(Q+G)r|	nK+Q〉V , (2)

where Q is the momentum transfer vector parallel to the x-y
plane, G = (G‖,Gz) are 3D reciprocal lattice vectors, and r =
(ρ,z) is a 3D position vector. Integration is performed over the
normalization volume V . The plane-wave expansion of the
wave function has the form

	nK(ρ,z) = 1√
V

eiKρ
∑

G

CnK(G)eiGr,

where the coefficients CnK are obtained by solving the LDA-
KS equations self-consistently. The above definition of the free
response function is standard in supercell approaches where
χ0 is periodically repeated from supercell to supercell (in this
case periodically repeated graphene layers), as shown in Fig. 4.
The disadvantage of this method is that the calculation of
the interacting electron response function χ of an isolated
supercell is not straightforward because of the interaction
between the supercells. Because of that, it is necessary to
minimize or avoid the interaction between the supercells, e.g.,
by using a truncated bare Coulomb propagator,30 or by using
a “zero padding” method,31 or simply by using a very large
unit cell parameter L in the z direction. On the other hand, the
supercell method has an advantage that the calculation can be
carried out entirely in the reciprocal space.

In this paper we use an alternative procedure which
allows the graphene response function χ to be completely
independent of other graphene layers in the superlattice. Also,
this method permits the external dynamical charge distribution
to be placed anywhere in space, but to excite only the electronic
modes inside the corresponding graphene layer, which is very
useful in the investigation of various loss mechanisms. The
price is that the equations are then more complex, i.e., they are
partially in reciprocal and partially in direct space.

The first step in this procedure is the Fourier expansion of
the free electron response function (1) in the z,z′ directions,

χ0
G‖G′

‖
(Q,ω,z,z′) =

∑
GzG′

z

χ0
GG′(Q,ω)eiGzz−iG′

zz
′
. (3)

The response function (3) is periodic in the z,z′ directions
and represents the polarizability of noninteracting electrons
with the periodically distributed density, such that the densities
in different layers do not overlap, as shown in Fig. 4. The z,z′
dependence of the total free electron response function can
then be written as

χ0(z,z′) =
∞∑

n=−∞
χ0

L(z − nL,z′ − nL), (4)

where χ0
L(z,z′) represents the response function of noninteract-

ing electrons restricted to the interval −L/2 < z,z′ < L/2. As
a consequence of this, the induced potential coming from the
polarization of electrons placed in the interval −L/2 < z,z′ <

L/2 produced by a test charge placed at z can be calculated by
using the expression

W ind
G‖ (Q,ω,z,z′) =

∫ L/2

−L/2
dz1dz2 v2D

G‖ (Q,z,z1)χ0
G‖0

× (Q,ω,z1,z2)v2D
0 (Q,z2,z

′), (5)

where v2D
G‖ (Q,z,z′) = 2π

|Q+G‖|e
−Q|z−z′ | is a 2D Fourier transform

of the bare Coulomb interaction. It should be noted here that
the general property of a linear superposition of independent
response functions (4) is that the integration from −L/2 to L/2
excludes contributions from the polarization of other layers.
This property is very useful in the next step, which is the
construction of the interacting electron response function. In
order to take into account the electron-electron interaction in
(5) we replace the free electron response function χ0

G‖G′
‖

with

the RPA response function χG‖G′
‖ obtained as the solution of

the Dyson equation

χG‖G′
‖(Q,ω,z,z′) = χ0

G‖G′
‖
(Q,ω,z,z′) +

∑
G‖1

∫ L/2

−L/2
dz1dz2

×χ0
G‖G‖1

(Q,ω,z,z1)v2D
G‖1

× (Q,z1,z2)χG‖1,G′
‖ (Q,ω,z2,z

′). (6)

Since the integrations in (6) are performed from −L/2 to
L/2, the interaction of the density fluctuations created in
the corresponding graphene layer (completely independent of
other layers) via the Coulomb propagator v2D

G‖1
(Q,z1,z2) is only

possible with the density fluctuations within the same layer,
and the interaction with the polarization in surrounding layers
is completely excluded. This means that from this point on, our
calculation is actually performed for a single graphene layer,
and it does not depend on the choice of L, assuming that L

is large enough to avoid the overlap of the electron orbitals in
adjacent layers.
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Using the Fourier expansion (3), and a similar one for χ ,
the Dyson equation (6) becomes a matrix equation,

χGG′(Q,ω) = χ0
GG′(Q,ω) +

∑
G1G2

χ0
GG1

(Q,ω)VG1G2

× (Q)χG2G′(Q,ω), (7)

where the Coulomb interaction matrix elements have the
explicit form

VG1G2 (Q)

= 4π

|Q + G1|2 δG1G2 − pGz1pGz2

4π (1 − e−|Q+G‖1|L)

|Q + G‖1|L

× |Q + G‖1|2 − Gz1Gz2(|Q + G‖1|2 + G2
z1

)(|Q + G‖1|2 + G2
z2

)δG‖1G‖2 , (8)

with

pGz
=

{
1, Gz = 2kπ

L
,

−1, Gz = (2k+1)π
L

, k = 0,1,2,3, . . . .

The solution of Eq. (7) has the form

χGG′(Q,ω) =
∑
G1

E−1
GG1

(Q,ω)χ0
G1G′(Q,ω), (9)

where we have introduced the dielectric matrix

EGG′(Q,ω) = δGG′ −
∑
G1

VGG1 (Q)χ0
G1G′(Q,ω). (10)

As we have already explained, the supercell parameter
L in the response function calculation only needs to ensure
that electronic densities do not overlap. In Fig. 4 we see that
the distance from the graphene center at which the electronic
density practically vanishes is comparable to one parallel unit
cell a, i.e., z ≈ 5 a.u. However, we also have to consider the
range of induced densities constructed from the unoccupied
states which spread through the whole superlattice. Based
on previous experience we estimate that the induced density
spreads are slightly thicker, or even of the same size, as the
ground state density. For example, in Ref. 32 we found that the
effective graphene image plane (which represents the centroid
of the charge induced by an external point charge) is placed
at about 2 a.u. from the graphene center, as denoted in Fig. 4.
Finally, to ensure that the graphene RPA response function is
completely independent of other layers, we have taken the unit
cell thickness to be L = 23.255 a.u., which corresponds to five
unit cell parameters in the parallel direction, as shown in Fig. 4.
We have neglected the local crystal field effects in the parallel
but not in the perpendicular direction. This approximation is
valid only for small values of Q, but this is exactly the region
where we study the interesting features in the low-energy 2D
plasmon. We have used the energy of 20 hartrees as the cutoff
for the Fourier expansion over Gz’s, which corresponds to
47 Gz vectors. This cutoff proved to be sufficient to give a
smooth, monotonically decaying asymptotic behavior of the
induced charge density for z > a.

C. Spectral function calculation

The propagator of the induced dynamically screened
Coulomb interaction has the form33

W ind
G‖ (Q,ω,z,z′) =

∫ L/2

−L/2
dz1dz2 v2D

G‖ (Q,z,z1)χG‖0

× (Q,ω,z1,z2)v2D
0 (Q,z2,z

′), (11)

where

v2D
G‖ (z,z′) = 2π

|Q + G‖|e
−|Q+G‖||z−z′| (12)

and index zero means that G′
‖ = 0. After using expansion (3)

[where the independent electron response matrix χ0 should
be replaced by the RPA response matrix (9)] and (12), the
integrations over z1 and z2 can be performed analytically. Then
the induced dynamically screened interaction at z = z′ = 0
(i.e., in the middle of the graphene monolayer) can be written
as

W ind
G‖ (Q,ω,z = 0,z′ = 0)

=
∑

Gz1Gz2

χG‖,0,Gz1,Gz2 (Q,ω)FGz1 (Q + G‖)FGz2 (Q), (13)

where the form factors F are

FGz
(Q) = 4π√

L

1 − pGz
e− QL

2

Q2 + G2
z

. (14)

Again, the subscript zero in matrix χ means that the G′
‖

wave vector is equal to zero. The energy dissipation rate of
an external perturbation, e.g., described as the (Q,ω) Fourier
component of a flashing point charge [i.e., static point particle
with charge oscillating as ρ(r,t) = δ(r − r0) cos(ωt)] placed at
z = 0,34 is proportional to the imaginary part of the propagator
(13). Generally, the Q Fourier component of the external
perturbation can excite electronic modes with wave vectors
Q + G, where G can be any reciprocal lattice vector. This
means that each Q component simultaneously loses energy to
the sum of all Q + G modes. However, the energy transfer
is most intense to the excitation of the Q + G mode with
G‖ = 0. This means that the spectral function, which defines
for which (Q,ω) the external perturbation loses energy to
electronic excitations, can be written as

S(Q,ω) = − 1

π
Im D(Q,ω), (15)

where we introduced the graphene electronic excitation prop-
agator

D(Q,ω) = v−1
Q W ind

G‖=0(Q,ω,z = 0,z′ = 0), (16)

and where vQ = 2π
Q

. In the next section we shall use (15) and
(16) to calculate the intensities of the electronic excitations in
pristine and doped graphene.

III. RESULTS

A. Excitation spectra in pristine graphene

In this section we will present the frequency and wave
vector dependence of the intensities of electronic excitations in
pristine graphene. Since the intensities and frequencies of the
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FIG. 5. (Color online) Intensities of the electronic excitations in
pristine graphene.

electronic modes depend on the direction of their propagation,
the spectra will be investigated along the high symmetry
directions �M , MK , and K�.

Figure 5 shows the spectrum and intensities of electronic
excitations in pristine graphene. The lighter areas indicate the
frequencies and wave vectors of the most intense electronic
excitations. At lower frequencies in both directions �M and
K� we see wide interband π → π∗ electron-hole continua
forming linearly, increasing the band about 4 eV wide. On the
upper edge of this electron-hole continuum we see a π plasmon
with very regular linear dispersion, starting from about 4 eV
at the � point. We notice weak but still noticeable anisotropy
of the π plasmon. Namely, in the �M direction and for higher
wave vectors, starting from Q ≈ 0.2 a.u., the π plasmon splits,
which is not the case in the �K direction. In accordance with
this, we introduce the notation π1 for the high-energy dispersed
π plasmon, and π2 for the low-energy, less dispersed plasmon,
as indicated in Fig. 5. In Figs. 6(a) and 6(b) we plot the spectra
of electronic excitations for particular wave vectors in the
�M and �K directions, respectively, i.e., the intensities of
the electronic excitations along the vertical thin dotted lines
marked in Fig. 5. We can see that the π2 plasmon, even though it
is weak, influences the intensity and energy of the π1 plasmon.
Namely, for higher wave vectors, the appearance of the π2

TABLE I. Fitting parameters for various plasmon dispersion
curves in pristine graphene in two high symmetry directions �M

and �K .

Plasmon type

π1 π2 π + σ

ωπ (eV) v (eV a0) ωπ (eV) vπ (eV a0) ωσ (eV) vσ (eV a2
0 )

�M 4.3 11.4 4.4 2.6 14.0 270
�K 4.3 10.1 14.0 267

plasmon reduces the intensity of the π1 plasmon and pushes
its dispersion curve toward higher frequencies.

We discovered that our numerically calculated plasmon
dispersion curves can be very well represented by analytic
functions with adjusted parameters, and these fitted curves
could be used equally well in the discussion of the results. The
dispersion curves of π1 and π2 plasmons obtained by tracking
the corresponding maxima, shown in Fig. 6, are therefore fitted
to the linear curve

ω(Q) = ωπ + vπQ, (17)

where ωπ represents the plasmon energy extrapolated to Q = 0
and the plasmon group velocity vπ appears as the linear slope
of the π plasmon dispersion curve. The π1 plasmon in the
�K direction is fitted to just one parameter because the ωπ

parameter is set to be equal to the one for the �M direction.
The fitting parameters for the dispersion curves in both the
�K and �M directions are listed in Table I. There we can see
that the slope of the π1 plasmon in the �K direction is slightly
reduced compared to the one in the �M direction. Also, the
slope of the π2 plasmon is five times smaller than the slope of
the π1 plasmon, i.e., the π2 plasmon is almost dispersionless,
which has been observed experimentally.16,21 In Table I we also
see that the frequency of the π plasmon extrapolated to Q = 0
would be ωπ = 4.3 eV. This disagreement with the reported
experimental values of 4.7 eV (Ref. 14) and 5.1 eV (Ref. 15)
arises because for the zero momentum transfer (Q = 0)
there is no EELS signal and the experimental values of the
plasmon frequencies are always measured for some final Q.
For example, the resonance at 4.7 eV in Ref. 14 is measured for

0 2 4 6 8 10 12 14 16 18 20
ω [eV]

S(
q,

ω
)

0 2 4 6 8 10 12 14 16 18 20
ω [eV]

S(
Q

,ω
)

ΓK ΓM
π2 π1(a) (b)

FIG. 6. (Color online) Spectra of electronic excitations in pristine graphene for particular wave vectors Q in the (a) �K and (b) �M

directions. The minimum absolute value of the wave vectors Q are for (a) �Q�M = 0.0154 a.u. and for (b) �Q�K = 0.02675 a.u.. For each
higher graph the wave vector increases with the corresponding step �Q.
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the momentum transfer Q = 0.053 a.u. in the �M direction.
The energy of the π1 plasmon calculated for the closest
Q = 0.046 a.u., which corresponds to the peak marked with
the red arrow in Fig. 6(b), is 4.85 eV, which agrees very well
with the experimental value. By using the fitting parameters ωπ

and vπ we can also calculate the frequency of the π1 plasmon
exactly at Q�M = 0.053 a.u., which is 4.9 eV.

In Fig. 5, at higher frequencies, starting from about 12 eV at
the � point, we can see the π → σ electron-hole continuum,
increasing more or less quadratically in both the �K and
�M directions. The strong intensity at about 14 eV around
the � point corresponds to the π + σ plasmon. In Fig. 6 it
can be seen clearly that the π + σ plasmon is well defined
(the high-energy peak) only for very small wave vectors, since
very soon it immerses into the π → σ interband electron-hole
continuum and decays. Therefore, the dispersion curve of
the π + σ plasmon is fitted to the quadratic curve

ω(Q) = ωσ + vσQ2, (18)

but only in the long wavelength (Q < 0.07 a.u.) limit, i.e., in
the region where the π + σ plasmon is still well defined. The
fitting parameters for the π + σ plasmon dispersion curves in
both the �K and �M directions are listed in Table I.

ωσ is the energy of the π + σ plasmon extrapolated to
Q = 0, and vσ represents the quadratic slope of the π + σ

plasmon dispersion curve. The dispersion curve of the π + σ

plasmon in the �K direction is fitted to just one parameter
because its ωσ parameter is set to be the same as in the
�M direction (14 eV). The measured energy of the π + σ

plasmon for momentum transfer Q = 0.053 a.u. in the �M

direction is 14.6 eV,14 while the value we get for momentum
transfer Q = 0.046 a.u. [corresponding to the peak marked
with a blue arrow in Fig. 6(b)] is 14.5 eV, which is in excellent
agreement. Using the fitting parameters ωσ and vσ we can
also calculate the frequency of the π + σ plasmon exactly at
Q�M = 0.053 a.u., which is 14.8 eV. The quadratic slopes vσ

for both high symmetry directions are very similar, as could be
expected, since plasmon dispersion is supposed to be isotropic
for small momentum transfers.

To compare the complete calculated spectra directly with
experimental ones, it is more convenient to use standard
(spatial average) loss theory than this spatially dependent
loss formulation. Namely, in EELS experiments the moving
electron either passes through or is reflected from graphene,
and its losses do not correspond to the losses of a flashing point
charge placed at z = 0 (what we calculate here). Therefore,
to be more consistent with the experiment, instead of putting
z = 0 and z′ = 0 [as in (16)] it is better to calculate the average
values over z and z′. In that case the loss function can be written
in terms of inverted dielectric matrix (10),

S(Q,ω) = −Im E−1
G=0G′=0(Q,ω). (19)

The detailed derivation of the loss function (19) from the
spatially dependent loss function (15) is presented in Ref. 31.
A comparison between the experimental14 and the theoretical
spectrum obtained from expression (19) is shown in Fig. 7. In
the calculation of χ0 we have increased the damping parameter
η to 500 meV to take account of the experimentally observed
broadening.
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FIG. 7. (Color online) Comparison between the spectrum of
electronic excitations in pristine graphene calculated from (19) for
Q = 0.046 a.u. in the �M direction and the experimental results
taken from Ref. 14, where Q = 0.053 a.u., also in the �M direction.

As can be noticed, the experimental spectrum agrees very
well with the spectrum obtained from expression (19). Using
a larger number of bands, the high-energy tail of the π + σ

plasmon would slightly increase, causing a small redshift of
the π plasmon peak due to the conservation of the spectral
weight. This would lead to an even better agreement with the
experimental spectrum, but that is not the topic of this paper.

In Fig. 5 we can also notice some weak but interesting
(since they appear at large Q) spectral intensities between the
M and K points, which we have marked by thin dotted lines.
We do not know the exact origin of these structures, but we
assume that they originate from various interband transitions
with very low intensity due to the large momentum transfers.

B. Excitation spectra in doped graphene

We can use expression (15) to calculate the spectrum of
electronic excitations in doped graphene as well. The inten-
sities of the electronic excitations for the doping parameter
EF = 1 eV are shown in Fig. 8. Since doping does not affect
the high-energy part of the spectrum, the intensities of the
electronic modes are plotted only up to 10 eV. Also, since there

FIG. 8. (Color online) Intensities of electronic excitations in
doped graphene, EF = 1 eV.
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FIG. 9. Spectra of electronic excitations in doped graphene (EF = 1 eV) for particular wave vectors Q in the (a) �K and (b) �M directions.
The corresponding absolute values of the wave vectors are the same as in Fig. 6.

are no interesting doping induced structures in the low-energy
region for momentum transfers in the KM direction, the
spectra are presented only in the �K and �M directions.

We can again clearly see the intense π1 and weak π2

plasmons, but our attention will now focus on the low-energy
part of the spectrum. First of all, we see that the region
of π → π∗ interband electron-hole transitions is shifted to
higher energies. Its lower edge starts from ω = 2EF at the
� point and the slope is negative. Since now the π∗ band is
partially filled, there is also a π∗ → π∗ intraband electron-hole
continuum with the upper edge starting from ω = 0 at the �

point and positive dispersion. At ω = EF the upper edge of the
π∗ → π∗ electron-hole continuum joins with the lower edge
of the π → π∗ electron-hole continuum, and in the region
between there is a gap which can be seen for small energies and
momentum transfers as the black region in Fig. 8. Within this
gap there is a very strong (very light line starting from Q = 0)
2D plasmon. Also, we can see that the 2D plasmon is strong
only for very low wave vectors, while at about Q = 0.1 a.u.
it merges with the lower edge of the π → π∗ electron-hole
continuum, which reduces its intensity substantially.

This 2D plasmon is the main difference between collective
excitations in pristine and doped graphene. It appears due to
the intraband transitions, and in the long wavelength limit it
follows the

√
2EF Q dispersion, analogous to the one in a 2D

free electron gas. With increasing Q this plasmon is modified
with respect to the 2D free electron gas, because the electron
dispersion (Dirac cone) near the Fermi energy is different,
and gradually it also involves contributions from the interband
transitions (transitions between the lower and upper cones).
Also, it should be emphasized that in pristine graphene the
lowest-energy plasmon is a π plasmon, starting at around 5 eV.

In Fig. 9 we present the spectra of electronic excitations for
particular wave vectors in the �K and �M directions. Here
we can see more clearly how the intensity of the 2D plasmon
suddenly decreases at about Q ≈ 0.1 a.u. [corresponding to
the fourth spectrum in Fig. 9(a) or the seventh spectrum in
Fig. 9(b)]. For the higher-energy range, ω � 4 eV, in Fig. 9
we can see peaks corresponding to the π1 plasmon with the
dispersion curve linear in the �K direction, and its deviation
with respect to the linear behavior in the �M direction is
attributed to the influence of the weak π2 plasmon.

In Fig. 8 we can see noticeable anisotropy of the low-energy
part of the spectrum. First of all, the upper edge of the
π∗ → π∗ intraband electron-hole continuum has a higher
slope in the �K than in the �M direction. This is probably
due to the anisotropy of π and π∗ bands around the K

point, and it has consequences for the 2D plasmon which,
for higher momentum transfers, follows the upper edge of
the π∗ → π∗ electron-hole continuum,17 and therefore also
becomes anisotropic. Furthermore, in Fig. 8 we can also
notice an area of low-intensity excitations in the �K direction
(slightly below the 2D plasmon) with roughly square root
dispersion, which does not appear in the �M direction.

Figure 10 shows dispersion curves of 2D plasmons obtained
by tracking the low-energy maxima in Figs. 8 or 9. The red
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FIG. 10. (Color online) Dispersion curve of a 2D plasmon in
doped graphene. Red squares: Frequencies of the low-energy peaks
in Fig. 9(a); black dots: frequencies of the low-energy peaks in
Fig. 9(b); blue dotted-dashed line: one-band model dispersion curve
(27); green dashed line: dispersion curve obtained by using a free
electron response function taken from Ref. 17. The solid lines
denote the borders of the intraband electron-hole region and the
dashed line with a negative slope represents the lower interband
electron-hole edge. The inset shows the frequencies of 2D plasmons
calculated for very low momentum transfers, Q�M = 0.0078 a.u.
(brown dot) and Q�K = 0.0134 a.u. (yellow square).
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squares represent the frequencies of the low-energy peaks in
Fig. 9(a) and the black dots represent the frequencies of the
low-energy peaks in Fig. 9(b). The region between thick solid
lines is the π∗ → π∗ intraband electron-hole continuum and
the thick dashed line represents the lower edge of the π → π∗
interband electron-hole continuum with negative dispersion, as
described above. We see that the dispersion curve is isotropic
(the dispersion curves in the �K and �M directions overlap
exactly), with a square root behavior until it reaches the lower
interband edge. After that the dispersion curves split: The
dispersion curve in the �M direction continues to follow the
upper intraband edge, while the dispersion curve in the �K

direction moves towards higher frequencies. It is important to
notice that this effect also has been experimentally observed
and presented in Fig. 2 in Ref. 11 or in Fig. 5 in Ref. 12,
where experimental frequencies for wave vectors in the �K

direction first follow the theoretical curve taken from Ref. 17
and then, as they enter the interband region, suddenly split
from the theoretical curve (which approximately follows our
dispersion curve in the �M direction) and move towards higher
frequencies. The anisotropy of the 2D plasmon has already
been suggested in Ref. 18, but, in our opinion, it was based on
an unconvincing theoretical analysis.

In Fig. 10 we see that the 2D plasmon is isotropic only
for very small momentum transfers, Q < 0.075 a.u., before
entering the intraband transition region, i.e., as long as it is
well defined as the collective excitation (as can be seen in
Figs. 8 and 9). In other words, for small momentum transfers
the 2D plasmon can be treated as an isotropic excitation and
our results can be compared with those obtained by simple 2D
models.

C. Comparison with 2D models

As we have already explained, in the long wavelength limit
the dispersion of the 2D plasmon is isotropic and we can
also call it the “isotropic region.” To illustrate this, we will
use the 2D model of Ref. 17 in the framework of the tight
binding model, so the Hamiltonian describing the electrons in
the vicinity of the K and K ′ points can be written as

HK (K) = −HT
K ′ (K) = γK

[
0 e−iθK

eiθK 0

]
, (20)

where K = (Kx,Ky) is a two-dimensional wave vector, θK =
arctan Ky

Kx
is the mixing parameter of two carbon π orbitals

in the primitive cell, γ = 3ta
2 , where t = 2.7 eV is hopping

parameter and a is the unit cell constant. A solution of this
Hamiltonian in the continuum approximation (R → ρ, where
R is the 2D translation vector) is given by

EKs = sγK (21)

and

|Ks〉 = 1√
2S

eiKρ

(
1

seiθK

)
, (22)

where s is the band index: s = −1 denotes π while s = 1
denotes the π∗ band. The column matrix is a combination
of pseudospinors ( 1

0 ) and ( 0
1 ) representing two structureless

π orbitals in the primitive cell. The independent electron

response function which includes electron-hole transitions
around the K and K ′ points can then bewritten as

χ0(Q,ω) = gsgv

S

∑
Kss ′

fKs − fK+Qs ′

ω + EKs − EK+Qs ′ + iη

× |Fss ′ (K,K + Q)|2, (23)

where fK = θ (EF − EK) is the Fermi-Dirac distribution at
T = 0, and gs = 2 is the spin and gv = 2 is valley degeneracy,
since the contribution of the electrons around the K and K ′
points is the same. The overlap matrix elements are given
by

|Fss ′ (K,K + Q)|2 = 1
2 (1 + ss ′ cos θK,K+Q),

where θK,K+Q = θK+Q − θK. The response function (23)
includes all possible intra- and interband transitions between
the π and π∗ bands. For example, the s = s ′ terms represent
intraband transitions where for negative doping (EF < 0) only
the s = s ′ = −1 term contributes, while for positive doping
(EF > 0) only the s = s ′ = 1 term contributes. Interband s �=
s ′ terms are always active and they are the only contributing
terms in the pristine graphene.

Since we use positive doping, EF = 1 eV, we will first
examine if the π∗ → π∗ intraband electron-hole transitions
alone are sufficient to reproduce an ab initio 2D plasmon
dispersion curve in the long wavelength limit. Assuming that
the overlap matrix elements |F11(K,K′)|2 are equal to one,
and keeping only the s = s ′ = 1 term in the response function
(23), it becomes

χ0(Q,ω) = gsgv

S

∑
K

fK − fK+Q

ω + EK − EK+Q + iη
. (24)

In the long wavelength limit the K integration can be
performed analytically, and keeping the terms up to Q4 we
get35

Re χ0(Q,ω) ≈ k2
F

πEF

[
Q2

ω2
+ 3

4

Q4

ω4

]
, (25)

where kF = EF

γ
. The dispersion relation of the 2D plasmon

can now be obtained by solving the equation

ε(Q,ω) = 1 − vQ Re χ0(Q,ω) = 0, (26)

which can be done analytically to get

ω(Q) =
√

2EF Q + 3

4
γ 2Q2 − 9

32

γ 4

EF

Q3. (27)

The plasmon dispersion relation obtained from (27) is pre-
sented by the blue dotted-dashed line in Fig. 10. We can see a
significant discrepancy with respect to the ab initio dispersion
curve which suggests that the one-band 2D theory is not
sufficient to describe the 2D plasmon in graphene, not even
in the region where the 2D plasmon is still not influenced by
π → π∗ interband electron-hole transitions. To show that the
discrepancy is noticeable even for very small wave vectors,
we increased the K-point mesh sampling in the ab initio
calculation of χ0 [Eq. (1)] to 201 × 201 × 1, which enabled
us to calculate the energies of the 2D plasmon for very small
momentum transfers. In the insert of Fig. 10 the first (brown
dot) and second (yellow square) calculated points represent
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frequencies of the 2D plasmon for Q�M = 0.0078 a.u. and
Q�K = 0.0134 a.u., respectively. We see that the blue dotted-
dashed curve (27) passes through the first Q�M point, but lies
above the next, Q�K = 0.0134 a.u., point. Obviously, for a
better description of the 2D plasmon dispersion, the contribu-
tions of both the π and π∗ bands and proper overlap matrix
elements between these states should be taken into account.

The dispersion curve obtained by solving (26) and using the
complete response function (23), including all allowed intra-
and interband transitions, corresponds to the one published in
Ref. 17, and is presented by a green dashed line in Fig. 10. We
see that this curve passes almost exactly through our points up
to Q ≈ 0.04 a.u., but then goes above the ab initio calculations
and follows our curve at the same distance for all wave
vectors. It is interesting that in the anisotropic region (interband
region) it follows the dispersion curve in the �M direction,
as well as the upper intraband edge. This is consistent with
experimental results11,12 for dispersion in the �K direction.
The experimental curve first agrees with the 2D theoretical
curve taken from Ref. 17 and then, as it enters the anisotropic
region, changes direction toward higher frequencies (just as
our dispersion curve in the �K direction) while the theoretical
curve continues to follow the upper intraband edge. We are not
aware of any experimental results for dispersion in the �M

direction so we cannot verify if it follows the upper interband
edge, as our results suggest. Also, the theoretical dashed-dotted
curve in Fig. 2 in Ref. 11 is slightly above the experimental
values in the isotropic region, which is also consistent with the
results presented here.

We can conclude that the simple 2D theory agrees with
the ab initio dispersion curve only in the Q ≈ 0 region, while
the 2D theory taken from Ref. 17 gives better agreement, but
still not in the whole isotropic region. Obviously, for a proper
description of 2D plasmon dispersion one should take into

account more realistic π orbitals and matrix elements between
them.

IV. CONCLUSIONS

In this paper we have systematically analyzed the spectra
of electronic excitations in pristine and doped graphene. We
obtained energies of the π and π + σ plasmons around the
� point which agree with experimental values, as well as
anisotropy and splitting of the π plasmon which is also
experimentally verified. Moreover, the high accuracy of the
calculation enabled us to discover some different features in
the spectra, e.g., the �M-�K anisotropy of the 2D plasmon
dispersion curve which has been only partially experimentally
verified. Also, we compared our ab initio 2D plasmon
dispersion curves with the dispersion curves obtained by using
some recently proposed 2D models, and found not only strong
disagreement with the simple one-band 2D theory, but also
some discrepancies with respect to the commonly used Das
Sarma et al.’s 2D dispersion, even in the isotropic region. This
suggests that there is a need for high resolution experimental
measurements of 2D plasmon dispersion curves in doped
graphene to verify our theoretical predictions. This can be very
important in several fields, such as photonics or plasmonics,
where, e.g., in the processes of the light-plasmon (polariton)
conversion and vice versa it is very important to know the
exact energies and widths of the 2D plasmons.
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