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1 Introduction

ALICE (A Large Ion Collider Experiment) is designed to address the physics of strongly
interacting matter, and in particular the properties of the Quark-Gluon Plasma (QGP),
using proton—proton, proton-nucleus and nucleus-nucleus collisions at the CERN LHC.

The ALICE apparatus consists of a central barrel, a forward muon spectrometer, and a
set, of small detectors for triggering and event characterisation. The apparatus allows for
a comprehensive study of hadrons, electrons, muons, photons and jets produced in heavy-
ion collisions. The Pb-Pb programme is accompanied by precision measurements from pp
and p—PDb collisions to provide a quantitative base for comparison with results from Pb-Pb
collisions. The ALICE scientific plans and organisation for the approved programme are
defined in the ALICE Physics Performance Report Vol. I [1] (scientific programme) and
Memorandum of Understanding [2] (the sharing of resources and responsibilities). An
updated description of the ALICE detector can be found in [3].

Prior to the start-up of the LHC heavy-ion programme, the nature of the QGP as an
almost-perfect liquid emerged from the experimental investigations at CERN SPS and
at BNL RHIC. ALICE has confirmed this basic picture, observing the creation of hot
hadronic matter at unprecedented values of temperatures, densities and volumes, and
exceeding the precision and kinematic reach of all significant probes of the QGP that had
been measured over the past decade. These physics results have been achieved by ALICE
after only two years of Pb-Pb running and one p—Pb run, demonstrating its excellent
capabilities to measure high-energy nuclear collisions at the LHC.

Despite this success there are several frontiers, including high precision measurements of
rare probes over a broad range of transverse momenta, for which the current experimental
setup is not yet fully optimised. The detector upgrades, combined with a significant in-
crease of luminosity, will enhance the physics capabilities of ALICE enormously. ALICE
is therefore preparing a major upgrade of its apparatus, planned for installation in the
second long LHC shutdown (LS2) in the years 2018-2019. The ALICE long-term physics
goals, its experimental strategy and the upgrade plans are discussed in the ALICE Upgrade
Letter of Intent [4]. The main physics topics addressed, which will be briefly discussed
in Sec. 1.1, require the measurement of heavy-flavour hadrons, quarkonia, and low-mass
dileptons at low transverse momenta, together with novel measurements of jets and their
constituents. Many of these measurements in Pb—Pb collisions are characterised by a
very small signal-over-background ratio, which calls for large statistics with un-triggered
running (“minimum-bias” data). For these measurements, the upgrade will provide an in-
crease of statistics of about two orders of magnitude with respect to the initial programme
until LS2. For the measurements that are currently based on rare triggers, the increase
in statistics will be of one order of magnitude. All of these measurements require also a
significant improvement in vertexing and tracking efficiency at low transverse momentum.

The upgrade strategy is based on the LHC plans to increase the luminosity of Pb—Pb
collisions progressively after LS2, eventually reaching an interaction rate of about 50 kHz,
i.e. instantaneous luminosity of . = 6 x 10*” em~2s~!. In the proposed plan, the ALICE
detector will be upgraded to enable the read-out of all interactions and accumulate more
than 10nb~! of Pb-Pb collisions following LS2, corresponding to about 10! interactions.
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The upgrades include:

e A new beampipe with smaller diameter;

A new, high-resolution, low-material Inner Tracking System (ITS);

e Upgrade of the Time Projection Chamber (TPC), consisting of the replacement of
the wire chambers with Gas Electron Multiplier (GEM) detectors and new pipelined
read-out electronics;

Upgrade of the read-out electronics of Transition Radiation Detector (TRD), Time
Of Flight detector (TOF), and Muon Spectrometer for high rate operation;

e Upgrade of the forward trigger detectors;
e Upgrade on the online systems and offline reconstruction and analysis framework.

These plans are presented in the ALICE Upgrade Letter of Intent. A new detector,
the Muon Forward Telescope (MFT), was recently proposed to add vertexing capabil-
ities to the current Muon Spectrometer. This proposal is contained in the Addendum
to the ALICE Upgrade Letter of Intent [5]. The MFT consists of five planes of silicon
pixel detectors placed in front of the hadronic absorber, covering the acceptance of the
Muon Spectrometer. The detector technology envisaged for the MFT is the same as that
proposed for the ITS.

This paper presents the upgrade of the Inner Tracking System. The primary focus of
the ITS upgrade is on improving the performance for detection of heavy-flavour hadrons,
and of the thermal photons and low-mass dileptons emitted by the QGP. It will be shown
that the new ITS will greatly improve the distance of closest approach to the primary
vertex, tracking efficiency at low transverse momenta, and read-out capabilities. This
document presents the detector specifications and layout, the R&D activities and technical
implementation of the main components, and detector and physics performance.

This chapter gives an overview of the physics objectives (Sec. 1.1); current ITS per-
formance and limitations (Sec. 1.2); and the design objectives and layout of the new ITS
(Sec. 1.3).

1.1 Physics objectives

The goal of the ALICE experiment is the study of the Quark-Gluon Plasma (QGP) state
of matter. Properties of the QGP that are accessible to experimental measurement include
initial temperature and transport coefficients. Measuring such characteristics would go a
long way towards a better understanding of QCD as a genuine multi-particle theory. To
achieve this goal, high statistics measurements are required, as these will give access to
the very rare physics channels needed to understand the dynamics of this condensed phase
of QCD.

The ALICE upgrade addresses the challenge of expected Pb-Pb interaction rates of up
to 50kHz. A key requirement of the upgrade is to develop methods by which 50 kHz Pb-Pb
collisions can be inspected with the least possible bias. This implies shipping all data to
the online systems either continuously or utilising a minimum bias trigger. Full online
calibration, event reconstruction and event data reduction will allow for writing all events
on tape, with an overall online data reduction factor of about 20. Such an upgrade would
provide an accumulated sample in the order of 10nb~!, which is the minimum needed for
the proposed physics programme. The upgrade physics programme is discussed in detail
in [4].
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Heavy-flavour measurements are the primary scope of a new I'TS with largely improved
tracking and read-out rate capabilities. The two main open questions concerning heavy-
flavour interactions with the QGP medium—along with the corresponding experimental
handles—are:

Thermalisation and hadronisation of heavy quarks in the medium, which can be
studied by measuring the heavy-flavour baryon/meson ratio, the strange /non-strange
ratio for charm, the azimuthal anisotropy ve for charm and beauty mesons, and the
possible in-medium thermal production of charm quarks.

Heavy-quark in-medium energy loss and its mass dependence, which can be ad-
dressed by measuring the nuclear modification factors Raa of the pr distributions
of D and B mesons separately in a wide momentum range, as well as heavy flavour
production associated with jets.

The new measurements that will become possible with the ITS upgrade and 10nb~!
include:

D meson Raa and ve down to zero pr;

Ds meson Raa and vy down to at least 2 GeV/¢;

A, baryon Raa and vy down to 2 GeV/c and 3 GeV /c, respectively;
baryon/meson ratio for charm (A./D) down to 2GeV/c;

B meson Raa and vy via non-prompt D® measurement down to 2 GeV/c;
B meson Raa and vy via non-prompt J/¢ measurement down to 1 GeV/c¢;
B meson fully-reconstructed decays (Bt — DOxt) down to 2 GeV/e;

Ay, baryon reconstruction for pp > 7GeV/c¢;

D meson production within jets, both leading and sub-leading, and D meson frag-
mentation function over a broad momentum range.

In addition, the reduced material thickness and the improved tracking precision and
efficiency of the new ITS provide an essential contribution for a detailed measurement of
low-mass dielectrons. This measurement gives access to:

Thermal radiation from the QGP, via real and virtual photons detected as dielec-
trons.

In-medium modifications of hadronic spectral functions related to chiral symmetry
restoration, in particular for the p meson in its e e~ decay mode.

The production measurement of hypernuclear states, like 3 —3 He + 7~, will also
largely benefit from the improved tracking resolution and the high envisaged integrated
luminosity.

In summary, the design goals that are instrumental for the physics programme are:

1.

2.

Highly efficient tracking, both in association with the TPC and in standalone mode,
over an extended momentum range, with special emphasis on very low momenta.

Very precise reconstruction of secondary vertices from decaying charm and beauty
hadrons.
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1.2 Current detector performance and limitations

The present ALICE ITS consists of six cylindrical layers of silicon detectors placed coaxi-
ally around the beam pipe. The layers are located at radii between 39 mm and 430 mm
and cover the pseudo-rapidity range || < 0.9 for vertices located within z = +60 mm with
respect to the nominal interaction point (i.e. 1o of the luminous region). Within the
boundaries set by technological limitations and available funds, the number, position and
segmentation of the layers were optimised to achieve a high precision in the determination
of the charged particle distance of closest approach to the primary vertex and efficient
track finding in combination with the TPC. Therefore, the inner radius is the minimum
allowed by the radius of the beam pipe. The outer radius is determined by the necessity
to match tracks with those from the TPC. The first layer has a more extended pseudo-
rapidity coverage (|n| < 1.98) which, together with the Forward Multiplicity Detectors
(FMD), provides continuous coverage for the measurement of charged particle multipli-
city. As will be illustrated in Chap. 7 optimising the detector geometry to achieve the
highest standalone tracking efficiency would lead to an alternative configuration including
a larger number of layers and different radii.

As a result of the high particle density (the current system is designed for up to 100
particles per cm? for Pb-Pb collisions at VSnN = 5.5TeV), and in order to achieve the
required accuracy in the measurement of the track distance of closest approach, the first
two layers of the ITS are made of Silicon Pixel Detectors (SPD), while the two middle
layers are made of Silicon Drift Detectors (SDD). The two outer layers, where the track
density has fallen to one particle per cm?, are equipped with double-sided Silicon micro-
Strip Detectors (SSD). The four outer layers have analogue read-out and therefore can be
used for particle identification (PID) via dE/dz measurement in the non-relativistic (1/32)
region. All detector elements were carefully optimised to minimise their radiation length,
achieving 1.1 % Xy per layer, the lowest value among all the current LHC experiments.

The performance of the present ITS for tracking and identifying charged particles in pp
and Pb—PDb collisions will be discussed in Chap. 7. The capabilities for heavy flavour de-
tection will be reviewed in Chap. 8. The precision of the present ITS in the determination
of the track distance of closest approach is adequate to study the production of charm
mesons in exclusive decay channels (e.g. D° — Kz and D — Knrr) at values of trans-
verse momentum above 1 GeV/c. At lower transverse momenta, however, the statistical
significance of the measurement is insufficient for currently achievable datasets.

The challenge is even greater for charm baryons. The most abundantly produced charm
baryon (A.) has a proper decay length (¢7) of only 60 pm. This is lower than the impact
parameter resolution of the present ITS in the transverse momentum range of the majority
of A, daughter particles. Therefore, charm baryons are presently not measurable by ALICE
in central Pb—Pb collisions. For the same reasons as outlined above, the study of beauty
mesons, beauty baryons, and of hadrons with more than one heavy quark are also beyond
the capability of the current detector.

A crucial limitation of the present ITS detector is given by its limited read-out rate
capabilities. The ITS can run at a maximum rate of 1kHz (with dead time close to
100 %), irrespective of the detector occupancy. For all physics channels that cannot be
selected by a trigger, this rate limitation restricts ALICE to use only a small fraction of
the full Pb—PDb collision rate of 8 kHz that the LHC presently can deliver and prevents the
collection of required reference data in pp collisions. Clearly the present ITS is inadequate
to fulfil the required rate capabilities envisaged for the ALICE long-term plans discussed
in the previous section.

Finally, the impossibility to access the present ITS detector for maintenance and repair
interventions during the yearly LHC shutdowns represents a major limitation in sustaining
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high data quality. Rapid accessibility to the detector is a key priority in the design of the
upgraded ITS.

1.3 Upgrade overview

1.3.1 Upgrade concept

In this section, the key features of the ITS upgrade will be discussed and compared to the
present ITS, following the considerations presented in Sec. 1.1 and Sec. 1.2.

o First detection layer closer to the beam line: the reduction of the beampipe
diameter in the centre of the ALICE detector is one of the main ingredients to
improve the measurement of the impact parameter resolution. As will be discussed
in detail in Sec. 5.4.1, current studies indicate that it should be possible to arrive at
a beampipe inner radius of 17.2mm, to be compared to the present value of 29 mm.
However, in this TDR a conservative number of 19.2mm for the beampipe inner
radius is assumed. The wall thickness of the central Beryllium beampipe section is
assumed to be 0.8 mm. Using a smaller value of 0.5 mm is challenging due to possible
issues with gas tightness and mechanical stability.

o Reduction of material budget: reducing the material budget of the first detection
layer is particularly important for improving the impact parameter resolution. In
general, reducing the overall material budget will allow the tracking performance and
momentum resolution to be significantly improved. As will be shown in Chap. 4,
the use of Monolithic Active Pixel Sensors (MAPS) will allow the silicon material
budget per layer to be reduced by a factor of seven in comparison to the present I'TS
(50 pm instead of 350 um). A careful optimisation of the analogue front-end timing
specifications and read-out architecture will allow the power density to be reduced
by a factor of at least two. At the same time this will increase the pixel density by
a factor of 50.

The lower power consumption and a highly optimised scheme for the distribution of
the electrical power and signals will allow the material budget of the electrical power
and signal cables to be reduced by a factor of five. Mechanics, cooling and other
detector elements can also be slightly improved when compared to the present ITS
design. Combining all these new elements together, it should be possible to build a
detector with a radiation length of 0.3 % X per layer or better for the three Inner
Layers.

An example of the feasibility of such a design is represented by the STAR HFT
detector [6]. Achieving such a low material budget is particularly critical for the
first detection layer, since it affects strongly the impact parameter resolution at low
pr where the resolution is mainly determined by multiple Coulomb scattering.

Geometry and segmentation: the studies presented in this document are based
on a detector consisting of seven concentric cylindrical layers covering a radial ex-
tension from 22 mm to 430 mm with respect to the beamline. The physics studies of
the benchmark channels presented in Chap. 8 are based on the assumption that all
layers are segmented in pixels with dimensions of 20 pm x 20 pm. However, as will
be illustrated in Chap. 7, the detector performance in terms of impact parameter
resolution and standalone momentum does not change significantly, if the cell size
for the inner layers would increase to 30 pm x 30 pm and the outermost four layers
would have a much lower granularity, for example 50 pm x 50 pm.
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o Measurement of energy loss: the new detector will not measure the ionisation in
the silicon layers. As will be shown in detail in Chap. 8, in order to assess the benefit
of PID capabilities, studies have been carried out on benchmark measurements of the
ALICE upgrade programme that should be most sensitive to low-momentum PID,
namely the low-mass di-electron analysis and the A, — pKm reconstruction. These
studies have shown that if the new ITS would preserve the same PID capabilities
as the current one, the benefit on the benchmark channels considered would be
marginal. Therefore, on this basis it is proposed to have a new ITS with binary
read-out without information on the charge signal amplitude. It is assumed that all
measurements that are being performed with the current detector using the ITS PID
(identified charged hadron spectra, flow and correlations) will have been completed
by the end of the LHC second run, before the ALICE upgrade scheduled for LS2.
Moreover, the possibility to use the information of the cluster size to identify light
hyper-nuclei is being studied (see Chap. 8).

e Read-out time: as mentioned in Sec. 1.2, the present ITS features a maximum
read-out rate of 1kHz. The new detector is designed to be able to read the data
related to each individual interaction up to a rate of 100 kHz for Pb—Pb collisions and
400 kHz for pp collisions, a factor two higher than the ALICE upgrade requirements.
The read-out architectures that allows such rates to be achieved are presented in
Chap. 6.

On the basis of the above considerations, the baseline solution for the layout of the
ITS upgrade is to replace the existing ITS detector in its entirety with seven concentric
layers of pixel detectors. Monolithic Active Pixel Sensors (MAPS) implemented using
the 0.18 um CMOS technology of TowerJazz have been selected as the technology for all
layers. The basic MAPS element is the Pixel Chip. It consists of a single silicon die of about
15mm x 30 mm, which incorporates a high-resistivity silicon epitaxial layer (sensor active
volume), a matrix of charge collection diodes (pixels) with a pitch of the order of 30 pm,
and the electronics that perform signal amplification, digitisation and zero-suppression.
Only the information on whether or not a particle was crossing a pixel is read out. The
main functional elements of the new ITS are introduced in the following section, while its
main geometrical parameters are listed in Tab. 1.1.

As will be shown in Chap. 7, a new silicon tracker featuring the characteristics listed
above will enable the track position resolution at the primary vertex to be improved by
a factor of three or greater. The standalone tracking efficiency would be comparable to
what can be presently achieved by combining the information of the ITS and the TPC,
but extended to much lower values of transverse momentum. The relative momentum
resolution of the silicon tracker standalone would be about 4 % up to 2 GeV/c and remain
below 6 % up to 20 GeV/c.

1.3.2 Detector layout overview

The geometry and requirements of the new ITS provide a natural grouping of the seven
layers in two separate barrels (Inner Barrel and Outer Barrel), each with different spe-
cifications, as shown in Figs. 1.1 and 1.2. The Inner Barrel consists of the three innermost
layers, also referred to as Inner Layers (Layers 0 to 2), while the Outer Barrel contains the
four outermost layers, also referred as Outer Layers (Layers 3 to 6). The ITS layers are azi-
muthally segmented in units named Staves, which are mechanically independent. Staves
are fixed to a support structure, half-wheel shaped, to form the Half-Layers. The term
Stave will be used to refer to the complete detector element. It consists of the following
main components:
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Table 1.1: Geometrical parameters of the upgraded ITS.

Inner Barrel Outer Barrel

Inner Layers Middle Layers Outer Layers

Layer 0 Layer 1 Layer 2 Layer 3 Layer4 Layer5 Layer 6

Radial position

¢ 22.4 30.1 37.8 1944 2439 3423 3918
(min.) (mm)
Radial position 2.7 346 421 1977 2470 3454 3949
(max.) (mm)
Length (sensitive 271 271 971 843 843 1475 1475

area) (mm)

Pseudo-rapidity +2.5 +2.3 +2.0 +1.5 +1.4 +1.4 +1.3

coverage®

Active area (cm?) 421 562 702 10483 13104 32105 36691
Pixel Chip -

dimensions (mm?) 1530

Nr. Pixel Chips 108 144 180 2688 3360 8232 9408
Nr. Staves 12 16 20 24 30 42 48
Staves overlap in 223 222 2.30 43 43 43 43
r¢ (mm)

Qap between chips 100

in z (pm)

Chip dead area in 9

r¢ (mm)

Pixel size (nm?) (20 — 30) x (20 — 30) (20 — 50) x (20 — 50)

¢ The pseudorapidity coverage of the detector layers refers to tracks originating from a collision at
the nominal interaction point (z = 0).

e Space Frame: truss-like lightweight mechanical support structure for the single
stave based on composite material (carbon fiber).

e Cold Plate: carbon ply that embeds the cooling pipes.

e Hybrid Integrated Circuit: assembly consisting of the polyimide flexible printed
circuit (FPC) on which the Pixel Chips (2 x 7) and some passive components are
bonded.

e Half-Stave: the Stave of the Outer Barrel is further segmented in azimuth in two
halves, named Half-Stave. Each Half-Stave consists of a number of modules glued
on a common cooling unit.

e Module: The Staves of the Outer Barrel are further segmented longitudinally to
Modules. Each Module consists of a Hybrid Integrated Circuit that is glued onto a
carbon plate (Module Plate).

The Staves for the Inner Barrel and the Outer Barrel are illustrated schematically in
Fig. 1.3.
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Figure 1.2: Schematic view of the cross section of the Inner Barrel (left) and Outer Barrel
(right).

1.3.3 Experimental conditions

The experimental conditions in terms of interaction rates and particle multiplicity, which
have been used as basis for the definition of the detector specifications and simulation of
its performance, are presented below.

Table 1.2 summarises the expected maximum hit densities for primary and secondary
charged particles. An additional contribution to the overall particle load comes from e*e~
pairs generated in the electromagnetic interaction of the crossing ion bunches. These
will be referred to as QED electrons. The latter contribution depends on the detector
integration time.
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Figure 1.3: Schematic drawing of the Inner Barrel (left) and Outer Barrel (right) Staves.

Table 1.2: Expected maximum hit densities and radiation levels (see text for details).

Particle fluxes Radiation doses

Layer Radius Prim. & sec. particles® QED electrons® NIEL® TID®
(mm) (cm™2) (cm™2) (1MeV neq/cm?)  (krad)

0 23 30.4 6.02 9.2 x 1012 646

1 32 20.4 3.49 6.0 x 1012 380

2 39 14.9 2.35 3.8 x 1012 216

3 196 1.0 2.1 x1072 5.4 x 101 15
4 245 0.7 9.0 x1073 5.0 x 101! 10

5 344 0.3 1.3 x 1073 4.8 x 1011 8

6 393 0.3 4.0 x107* 4.6 x 101 6

¢ maximum hit densities in central Pb-Pb collisions (including secondaries produced in material)
¥ for an integration time of 10 ps, an interaction rate of 50 kHz, a magnetic field of 0.2 T and
pr > 0.3MeV/c; a magnetic field of 0.2'T, which is planned for a run dedicated to the measurement
of low-mass di-electrons, corresponds to the worst case scenario in terms of detector occupancy
¢including a safety factor of ten

The expected radiation doses and hadron fluences for the upgraded ITS detector are
computed for the following integrated luminosities, which correspond to the target stat-
istics needed for the proposed physics studies:

e 8 x 100 Pb-Pb inelastic collisions;
e 1 x 10" p-Pb inelastic collisions;
e 4 x 10" pp inelastic collisions.

A conservative safety factor of ten is further applied to take into account uncertainties on
the beam background, possible beam losses, inefficiency in data taking and data quality
requirements. The expected radiation levels are summarised in Tab. 1.2. As will be ex-
plained in Chap. 2, the technology adopted for the new ITS Pixel Chip shows no significant
performance degradation when exposed to these radiation levels even when operated at
room temperature.
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1.3.4 Document summary

Chapter 2 deals with the R&D activities on the Pixel Chip. It first covers the most relevant
characteristics of the CMOS technology adopted for the implementation of the Pixel Chip
and the principle of operation of MAPS. The main requirements of the Pixel Chip for the
new ITS are then introduced and compared with the specifications of the pixel chip recently
developed for the STAR HFT detector. The design and experimental characterisation of
several prototype circuits, which were developed to optimise the different parts of the final
Pixel Chip, are presented in detail. The chapter concludes with an outlook on the R&D
needed to complete the development of the Pixel Chip.

Chapter 3 covers several aspects related to the Pixel Chip production testing and quality
assurance. The procurement and qualification of the silicon wafers used for the fabrication
of the Pixel Chip, with special focus on the aspects related to the thickness and resistivity
of the epitaxial layer, the R&D on thinning and dicing and first ideas on the Pixel Chip
series test are presented.

Chapter 4 presents the design and characterisation of the full-scale prototypes of the
Staves for the Inner Barrel and Outer Barrel. The prototypes developed so far are equipped
with dummy silicon chips, and their characterisation covers only the mechanical and
thermal aspects.

The detector’s overall layout and services, and its integration in the ALICE central
barrel are discussed in Chap. 5. This chapter deals also with the aspects related to the
precision and stability with which the relative position of the detector modules can be
defined, and with the alignment of the overall detector with respect to the beampipe and
the other ALICE detectors.

The complete read-out chain, from the Pixel Chip to the ALICE DAQ system, is dis-
cussed in Chap. 6.

The detector performance and physics studies, which are based on Monte Carlo simu-
lations that include the transport of particles in a detailed model of the new detector, are
presented in Chap. 7 and 8 respectively.

Finally, Chap. 7?7 presents the project time schedule, organisation, cost estimate and
preliminary sharing of responsibilities among the participating institutes.

10
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2 Pixel Chip

The particle sensors and the associated read-out electronics to be used for vertexing and
tracking detection systems in particle physics experiments have very demanding require-
ments in terms of granularity, material thickness, read-out speed, power consumption
and radiation hardness. The development of sensors based on silicon (Si) semiconductor
technology and of read-out electronics based on CMOS technology (application-specific in-
tegrated circuits, ASICs) in the 1980s revolutionised the implementation of such detection
systems. This technology can be used to match the majority of the above requirements.
Given this, Si microstrip and pixel sensors are at the heart of the majority of particle
tracking systems used in particle physics experiments today. Nevertheless, compromises
exist in the implementation of this technology. Perhaps the most significant is the in-
terface between the sensor and the read-out electronics, i.e. they are typically separate
components. For example, the state-of-the-art Si pixel detectors used in the innermost
layers of the LHC experiments ATLAS, CMS, LHCb and ALICE all consist of Si pixel
sensors bump-bonded to CMOS read-out electronics. This technology can be optimised
by thinning both sensor and read-out ASIC as well as reducing the bump-bonding pitch as
much as possible. Nevertheless there are technical limitations and these are close to being
reached with the present detectors. To go beyond these limitations and construct detec-
tion systems with, for example higher granularity and less material thickness, requires
the development of new technology. The optimal way to achieve this is to integrate both
sensor and read-out electronics to create a single detection device. This is the approach
taken with CMOS Monolithic Active Pixels Sensors (MAPS).

Over the last 15 years, extensive R&D has been carried out on MAPS. This has brought
the technology to the level where it is now, a viable option for vertexing and tracking de-
tection systems in particle and nuclear physics. The technology can meet the majority of
the requirements of such systems. There are limitations, however; most significantly its
limited radiation tolerance and moderate read-out time. It is, however, a very promising
technology for heavy-ion experiments such as ALICE, which have less stringent radiation
tolerance and read-out time requirements. It is also in such experiments, where measure-
ments at low transverse momentum are crucial, that the advantages of MAPS technology
are readily seen. The first large scale application of MAPS technology in a collider exper-
iment is to the STAR PXL detector, currently under construction as an upgrade to the
STAR detector at RHIC. The first three sectors have recently been successfully installed
and the full PXL detector will be commissioned in early 2014.

Unfortunately the technology used for STAR (the ULTIMATE sensor developed by
the IPHC PICSEL group in 0.35 pm technology) does not meet the specifications for the
ALICE ITS upgrade, particularly in terms of read-out time. In principle, this limitation
can be overcome by using the 0.18 pm technology of TowerJazz as described below.

We have addressed the radiation hardness of the sensors implemented using the Tower-
Jazz technology, the design of optimised pixel cells and of low-power read-out architectures
using several existing and new prototypes. New ALICE prototype sensors incorporating
four different architectures have been designed and fabricated, and first tests performed.
In this chapter, we shall first describe the most relevant features of the CMOS technology
selected for the implementation of the Pixel Chip (Sec. 2.1) and explain the principle
of operation of such a sensor (Sec. 2.2). We shall then discuss the requirements for the

11
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Figure 2.1: Schematic cross section of a MAPS pixel in the TowerJazz 0.18 pm imaging
CMOS with the deep p-well feature.

ALICE ITS Pixel Chip (Sec. 2.3) and briefly present the specifications of the STAR pixel
detector, which is the first large-scale application of CMOS sensors in a HEP experiment
(Sec. 2.4). Tt will be shown that the state-of-the-art MAPS do not fulfil the ALICE ITS
requirements, which motivates the development of new architectures (Sec. 2.5). Several
prototypes have been developed to optimise the different parts of the Pixel Chip. The
prototypes and their characterisation are presented in Sec. 2.6. All aspects related to the
radiation hardness of the technology and the specific circuits implemented in the ALICE
Pixel Chip are discussed in Sec. 2.7. The chapter concludes with a summary (Sec. 2.8),
giving the prospect for the development of the final chip.

2.1 Detector technology

The 0.18 pm CMOS technology by TowerJazz has been selected for the implementation of
the Pixel Chip for all layers of the new ITS. Figure 2.1 shows a schematic cross section
of a pixel in this technology. In the following section, we discuss the main features that
make this technology suitable, and in some respect unique, for the implementation of the
ITS Pixel Chip.

e Due to the transistor feature size of 0.18 pm and a gate oxide thickness below 4
nm, it is expected that the CMOS process is substantially more robust to the total
ionising dose than other technologies (such as 0.35 pm) employed up to now as the
baseline for the production of CMOS sensors in particle physics applications.

The feature size and the number of metal layers available (up to six) are adequate
to implement high density and low power digital circuits. This is essential since a
large part of the digital circuitry (e.g. memories) will be located at the periphery of
the pixel matrix and its area must be minimised to reduce the insensitive area as
much as possible.

It is possible to produce the chips on wafers with an epitaxial layer of up to 40 pm
thickness and with a resistivity between 1 k{2 cm and 6 k2 cm. With such a resistivity,
a sizeable part of the epitaxial layer can be depleted. This increases the signal-to-
noise ratio and may improve the resistance to non-ionising irradiation effects.

e The access to a stitching technology allows the production of sensors with dimensions
exceeding those of a reticle and enables the manufacturing of die sizes up to a single
die per 200 mm diameter wafer. As a result, insensitive gaps between neighbouring
chips disappear and the alignment of sensors on a Stave is facilitated. This option

12
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has not yet been exploited by the prototypes, but is foreseen as an option for future
large-scale chips.

e The availability of a deep p-well option allows the production of pixel structures
with significantly enhanced functionality.

The last point is a unique feature of this process and can be key to enable low-power read-
out architectures. In standard implementations, the sensing diode is an n-well normally
used as the substrate of PMOS transistors. As a consequence, only NMOS transistors
can be used in the pixel area. In fact, any PMOS transistor requires an additional n-
well that competes with the sensing diode in collecting the signal charge. The front-end
electronics located in the pixel must fully rely on NMOS devices, so only simple, low-gain
amplifiers or source followers can be implemented. Hit discrimination, which requires more
sophisticated signal processing, cannot be performed at the pixel level and the full matrix
must be scanned during the read-out phase. A few alternatives have been proposed to
allow the use of PMOS in the pixel, like the use of deep n-well and of high voltage CMOS
technologies. However, both options lead to a significant increase of the capacitance of the
sensing electrode. Therefore, the power consumption in the front-end must be increased
accordingly to preserve an adequate signal-to-noise ratio. The use of a deep p-well in the
region where the front-end electronics is foreseen circumvents this problem (cf. Fig. 2.1).
The n-wells that accommodate the PMOS transistors are fabricated on top of the deep
p-well. The signal electrons are reflected by the electric potential at the junction between
the epitaxial layer and the deep p-well and can be collected only by the sensing diode. Its
size can then be tailored to optimise the charge collection efficiency and the signal-to-noise
ratio, while full CMOS front-end electronics can be put in the pixel. The effectiveness of
the deep p-well approach has already been demonstrated and circuits with complex front
ends similar to those used for hybrid sensors read-out have already been produced. The
focus of the ALICE R&D is on assessing the radiation hardness and on studying the
deep p-well approach in order to design circuits that minimise power consumption and
integration time.

2.2 Principle of operation

2.2.1 Particle detection

As indicated in Fig. 2.1, when a charged particle traverses the silicon sensor’s active
volume, it liberates charge carriers (electrons and holes) in the semiconductor material.
The released charge is then collected by electrodes that reveal not only the presence of a
particle but also—due to a fine segmentation—its impinging point onto the sensor. The
nature and quantitative behaviour of the charge collection mechanism are functions of the
material properties (resistivity or doping level/profile) and geometry (thickness of sensitive
material, pixel pitch, electrode shape) as well as the electric field configuration (electrode
potential and geometry) of the sensor. The amount of deposited charge depends on the
particle species and its momentum (Bethe-Bloch). Minimum ionising particles (MIPs,
e.g. 0.5GeV/c pions), which define the requirement on the minimal detectable charge,
typically release some 60 electrons per 1 pm path length in thin silicon layers [7].

An extensive R&D program is carried out to optimise the charge generation, collection
and its transformation into an electrical signal. Different substrate materials have been
considered. They consist of an epitaxial layer grown on top of a low-resistivity silicon wafer
used for standard CMOS manufacturing. The resistivity and thickness of the epitaxial
layer range from 1k cm to 6 k€2 cm and from 18 pm to 40 pm, respectively. The possibility
of using high-resistivity Czochralski wafers, with a resistivity larger than 1k cm, is also
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Figure 2.2: Semiconductor device simulations of the different settings of total diode
reverse bias and epitaxial layer doping. The diode is made of a 3pm x 3 pm square n-well,
which has a 0.5 pm spacing to the surrounding p-well. Shown is one eighth of the total
pixel. The colour code shows logarithmically the absolute value of the electrical field, and
the white line indicates boundaries of the depletion region.

being studied. More details on the properties of the substrate materials used for the
manufacturing of the CMOS Pixel Chips are given in Sec. 3.1. For the optimisation of the
pixel layout an extensive set of different structures with different read-out circuits were
developed and characterised, namely the MIMOSA-32/-34 (Sec. 2.6.2), CHERWELL-1
(Sec. 2.6.3) and Explorer (Sec. 2.6.4) families. The latter is designed to allow reverse bias
on the substrate, increasing the reverse voltage on the collection diode up to —8V with
respect to the typical values of —0.8V to —1.6 V used in this technology.

The influence of the different geometries and starting materials has been studied by
semiconductor device simulations. While a quantitative prediction is very difficult to
achieve since it depends on the precise knowledge of doping profiles, it gives some qual-
itative insights. Figure 2.2 shows the depleted volume inside the pixel cell for different
configurations.

Another important aspect of the detection circuitry is the noise originating mainly from
the input capacitance (kT'C noise) and the small input transistor (in particular random
telegraph signal noise, RTS noise). kT'C noise is created by resetting the collection elec-
trode, i.e. by recharging the diode capacitance. One way to mitigate this noise contribution
is to measure the voltage signal on the diode twice and subtract the value of the first meas-
urement from the second one (correlated double sampling, CDS). The RTS noise is known
to depend on the transistor geometries and type (NMOS or PMOS) and different layouts
are under study to identify the best performing one. RTS noise typically diminishes when
increasing the size, which however also increases the capacitance; some trade-off between
gain and noise needs to be made. Additional so-called shot noise is caused by the leakage
of the collection node. Its magnitude is proportional to the square root of the number of
leaked electrons and hence does not only depend on the electrode geometry but also on
the integration time.
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Figure 2.3: Simplified schematic drawing of the 2T and 3T pixel structures, as used in
the rolling-shutter read-out scheme.

2.2.2 Read-out

The traditional MAPS in-pixel circuits are the so called 2T and 3T structures (Fig. 2.3).
The pixel electrode is connected to a source follower (M1) that buffers the analogue voltage
signal. A second transistor (M2) is used as a switch to select the output of the buffer and
make it available to the corresponding column line, such that it can be read out at the end
of column circuitry. A variation of this circuit is the so-called 3T structure that includes
an extra transistor (M3) to actively reset the pixel. The way such an arrangement is read
out is called a rolling-shutter read-out (cf. Fig. 2.4): rows are read out one after the other
by selecting the row switches (M2) and—in case of 3T—applying the reset pulse shortly
after. In this way each row integrates the signal between two consecutive passings of
the row-select signal (the shutter) and each row is essentially continuously sensitive. The
biggest advantages of this architecture are the very small number of transistors needed
within each pixel and that it can be implemented with transistors of the same polarity,
which is a requirement in standard CMOS imaging processes.

In the scope of the ALICE ITS upgrade, the only information of relevance is whether
or not a particle is crossing a pixel. This information is obtained by applying a threshold
to the analogue signal of a collection node. Where and how this is done is where the
proposed architectures differ the most.

The most common way to get the binary information is to use the rolling-shutter ar-
chitecture and place a comparator at the end of column. This technique is followed by
MISTRAL (Sec. 2.5.1) which, however, takes advantage of the smaller feature size and
reads out two rows at once, speeding up the read-out process by a factor of two and halv-
ing the integration time. Due to the small feature sizes, a variation to this arrangement
becomes available: one may place the comparator inside the free area of several pixels (as
done by CHERWELL, Sec. 2.5.3). One may even place a single comparator within each
pixel (as done by ASTRAL, Sec. 2.5.2). The big advantage of the last structure is that
the analogue signal is propagated over a short distance, reducing the capacitive load on
the line drivers, hence reducing the power consumption and increasing the read-out speed.
ASTRAL is still using a rolling shutter to read out the fired pixels, but the column drivers
now drive digital signals, which requires less power.

When the digital information is available in the pixel itself, one may consider other read-
out schemes as well. One prominent example is a data-driven read-out in which the digital
outputs of the pixels are fed into an encoder circuit that generates directly the address of
a hit pixel. This can, in turn, be used to reset this pixel and go to the next valid one;
the procedure is iterated until all pixels are read out. The big advantage, in addition to
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Figure 2.4: Principle of the rolling-shutter read-out scheme.

the low power consumption, is the fast read-out time. This approach is followed by the
ALPIDE development (Sec. 2.5.4).

It is important to note that the way the read-out is performed in the rolling-shutter
architecture implies that the sensor is always integrating for a full shutter period, which
typically ranges between 30 ps (MISTRAL, CHERWELL) and 20 ps (ASTRAL). Signals
from all events within this time are integrated, which leads to pile-up in case of large
bunch-crossing rates. A certain amount of pile-up can be tolerated since the global ALICE
tracking can separate hits from tracks belonging to different events based on the inform-
ation of other detectors (studied in Chap. 7). In the case of the ALPIDE chip, different
read-out schemes are followed. In its default mode of operation a global strobe signal is
used to capture the output of the comparator front end into a local memory. The effective
integration time is about 4 ps and is given by the shaping time of the front end.

2.3 General requirements

The physics objectives and the design goals outlined in Chap. 1 have led to the following
requirements for the Pixel Chip:

e Silicon thickness: To minimise its contribution to the overall material budget of
the ITS, it is desirable to make the chip as thin as possible. The minimal thickness is
determined by the epitaxial layer height (nominal value is 18 pm) plus the height of
the CMOS stack (around 10 pm). The fabrication of such a chip is done by thinning a
standard-height wafer from the back. To remain within a safety margin, a thickness
of 50 pm is required.

e Intrinsic spatial resolution: The performance of the ITS upgrade and in par-
ticular its capability to separate secondary vertices of heavy flavour decays is de-
termined by the impact parameter resolution. This is a convolution of the primary
vertex resolution and the track pointing resolution and it is mainly determined by
the performance of the Inner Barrel. An intrinsic spatial resolution of 5 pm (10 pm)
for the Inner (Outer) Barrel is required.

e Chip dimensions: The TowerJazz 0.18 pm CMOS technology allows for a max-
imum chip length of 30 mm in z-direction. A longer sensor would require the use
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of stitching technologies. The limitation of the chip width to 15mm was motiv-
ated by geometrical considerations. For such width the deviation of the distance of
each pixel from the nominal radius of each layer, the number of azimuthal segments
and the deviation from an azimuthally vertical incidence angle are kept reasonably
small. A chip size of 15mm x 30 mm has consequently been chosen as baseline chip
dimension.

For the Outer Layers it might turn out beneficial to have a differently sized chip. In
particular, a rotated chip with a length of 30 mm in r¢ direction is an interesting
option since it would reduce the needed overlap of the Outer Layers. This would,
however, require the development of a modified chip for the Outer Layers with respect
to the one adopted for the Inner Layers. This is not pursued by solutions presented
below, but is the kept as a future development option.

e Maximum dead area: To assure a hermetic detector configuration, overlaps of
the chips are foreseen in r¢ to allow for placing digital circuitry at their boundaries.
This leads to localised increases of the material budget and thus needs to be minim-
ised. In z there is no such overlap foreseen and the dead area has a more stringent
requirement. The performance simulations have been performed assuming a dead
area of 2mm in r¢- and 25 pm in z-direction.

e Power density: The maximum tolerable material budget puts severe limitations
on the amount of material that can be used for power distribution and detector
cooling. The power density on the sensor has thus to be brought to a minimum
and should not exceed 300 mW cm™2 for the Inner Layers and 100 mW cm™2 for the
Outer Layers, in order to be compatible with the material budget requirement of
0.3% Xy and 0.8% Xy, respectively.

e Integration time!: In order to cope with interaction rates of up to 50 kHz for Pb—
Pb and up to 400 kHz for pp collisions, the maximum acceptable sensor integration
time is about 30 ps in order to limit pile-up effects and a consequent loss of tracking
efficiency (see Chap. 7).

e Dead time at 50 kHz interaction rate: A dead time of 10 % at 50 kHz Pb-Pb
interaction rate can be tolerated. On-chip memories and bandwidths must be di-
mensioned such that they can cope with the expected occupancy level.

e Detection efficiency and fake hit rate: A detection efficiency of at least 99 %
and a fake hit rate of not more than 10~ per pixel and event are necessary to achieve
the required track reconstruction performance.

e Radiation hardness: In order to ensure full functionality, especially for the ITS
Inner Layers, the pixel detectors will have to be tolerant against the radiation levels
expected for the innermost Layer (radius of 22 mm) of 700 krad of Total Ionising Dose
(TID) and a fluence of 1013 1MeV neq/cm? of Non-Ionising Energy Loss (NIEL),
including a safety factor of ten for a collected data set corresponding to 10nb~!
Pb-Pb and 6 pb~! pp, and 50nb~! p-Pb collisions.

The main requirements are summarised in Tab. 2.1. The implementation of a MAPS
detector matching these requirements greatly benefits from development efforts carried
out for the STAR HFT detector, as explained in the next section.

IThe architecture dependent read-out time will be discussed in the sections describing the ALICE devel-
opments.
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Table 2.1: Pixel detector general requirements.

Parameter

Inner Barrel

Outer Barrel

Max. silicon thickness
Intrinsic spatial resolution
Chip size

Max. dead area on chip

=

5pm

50 pm
10 pm
15mm x 30mm (r¢ x z)
2mm (r¢), 25 pum (2)

Max. power density 300 mW /cm? 100 mW /cm?
Max. integration time 30 ps

Max. dead time 10% at 50 kHz Pb-Pb

Min. detection efficiency 99 %

Max. fake hit rate 107°

TID radiation hardness® 700 krad 10 krad

NIEL radiation hardness® 10! 1 MeV neq/cm?

¢ This includes a safety factor of ten.

3 x 101° 1 MeV neq/cm?

2.4 STAR pixel detector

The STAR Heavy Flavor Tracker (HFT) is conceived with a similar purpose as the up-
graded ITS in ALICE, to construct a state-of-the-art silicon micro vertex detector, capable
of displaced vertex identification in heavy-ion collisions below 50 pm, opening the way to
precision charm and beauty physics. The STAR HFT is the first vertex detector based
on MAPS. The first three sectors were installed in May 2013 in the STAR experiment at
RHIC and tested in an engineering run with proton and light ion beams, while the full
pixel detector will be commissioned in early 2014.

The two innermost layers form the PXL detector [8] and consist of high resolution
MAPS, the ULTIMATE (MIMOSA-28) sensors [9] developed at IPHC CNRS. The UL-
TIMATE sensor is manufactured in the AMS 0.35 pm OPTO process, consisting of 928
rows and 960 columns (active area of 3.8 cm?, integration time 190 is) with binary output
and integrated zero suppression logic. The pixels have a 15 pm thick epitaxial layer with
a resistivity of above 400 2 cm and a pixel pitch of 20.7 um. The ULTIMATE architecture
is based on a column-parallel (rolling-shutter) read-out with amplification and correlated
double sampling (CDS) inside each pixel [10]. Each column is terminated by a high preci-
sion discriminator and read out in a rolling-shutter mode with 200 ns per row [11], yielding
a power dissipation of about 150 mW cm™2. The discriminator outputs are processed by
an integrated zero suppression logic and the results are stored in two memories, allowing a
continuous read-out and 320 Mbits~! data throughput capability. The ULTIMATE sensor
can cope with a hit rate density of about 106 cm=2s71.

While the ULTIMATE sensor characteristics are not orders of magnitude far from the
ALICE requirements, further developments are needed to meet the ALICE requirements
in terms of read-out time.

2.5 ALICE developments

The wide spectrum of possible implementations offered by the TowerJazz technology is
being explored by four different design streams. The main operational features of these
designs are summarised and contrasted in Tab. 2.2 and a description of the main design
features of the four circuits is given below.
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Table 2.2: Chip design options.

Architecture Pitch Integration time Power consumption
(discriminator, read-out) (r¢ x z) (nm?) (ps) (mW cm™—2)
MISTRAL

(end-of-column, rolling-shutter) 22 33.3 30 200
ASTRAL 24 x 31 2 85
(in-pixel, rolling-shutter) 36 x 31 60
CHERWELL

(in-strixel®, rolling-shutter) 2020 30 90
ALPIDIE 28 % 28 4 <50

(in-pixel, in-matrix sparsification)

“ A strixel is a 128-pixel column over which the electronics are distributed.

2.5.1 MISTRAL

MIMOSA sensors have been developed at IPHC since the late nineties and within a part-
nership with Irfu (Saclay) since the early 2000. MISTRAL will be built on the experience of
the ULTIMATE (MIMOSA-28) chip [9, 10], designed for and operated in the STAR-PXL
detector, with improved hit rate capability, pixel dimension and integrated circuitry.

The design is based on a column parallel (rolling-shutter) read-out with amplification
and correlated double sampling (CDS) inside each pixel, where a prototype in-pixel circuit
is shown in Fig. 2.5a. A single MISTRAL chip has a surface 1.5 cm x 3.0 cm containing 375
rows and 1300 columns. The sensor is built from three independent Full Scale Building
Blocks (FSBB) as shown in Fig. 2.5c. The target pixel size is about 22pum X 33.3 pm,
providing a single point resolution of about 5 pm. These values result from the necessary
balance between the required spatial resolution, which favours small pixels, and read-out
speed, which tends to minimise the number of rows. Moreover, the columns need to be
wide enough to allow implementing two discriminators at each column end, a configuration
imposed by the simultaneous read-out of two rows.

MISTRAL will be equipped with column level discriminators allowing simultaneous two-
row read-out in rolling-shutter mode to achieve the full matrix read-out in about 30 ps.
This architecture is intrinsically nearly dead time free, since all the pixels remain sensitive
during the readout period (also referred to as the integration time) and all the hits are
registered. In case the integration time is larger than the mean time between collisions,
event pile-up can occur. The rolling-shutter architecture leads to low power consumption,
since only two rows are read out and powered at a time. The power consumption of the
MISTRAL architecture is expected to be about 200 mW cm~2. The first prototypes built
in the TowerJazz technology were MIMOSA-32 and MIMOSA-32ter, fabricated and tested
in 2012; their characterisation is presented in the ITS CDR [12].

The discriminator outputs will be processed through an integrated zero suppression
logic: SUZE-02, that will provide the downstream part of both MISTRAL and ASTRAL.
The data is stored in a memory of four SRAM blocks (32 x 512 bits), capable of holding
about 600 clusters per frame on average and allowing either continuous or triggered read-
out. The data is serialised onto a high speed serial link, with a maximum SUZE-02 output
rate of 640 Mbits™1!.
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Figure 2.5: Schematic circuit and layout diagrams of MISTRAL and ASTRAL architec-
tures.

2.5.2 ASTRAL

The second chip under development at IPHC, called ASTRAL (AROM sensor for the
inner tracker of ALICE) is an alternative design to the MISTRAL development, based
on a concept intrinsically faster and less power consuming. The ASTRAL design is de-
rived from the ULTIMATE architecture as well, complemented with accelerated read-out
based on the AROM (accelerated read-out MIMOSA) concept: exploiting the advantage
of the TowerJazz technology, signal discrimination is embedded in each pixel, as shown in
Fig. 2.5b. As a consequence, the analogue signals driving over centimetre long traces are
replaced by digital signals.

This architecture has at least three advantages. The first one is a doubling of the pixel
read-out frequency. The second is the power consumption reduction, the static current
consumption per pixel being reduced from 120 nA to 15 pA. The third is a shrinking of the
peripheral circuitry dimensions; i.e. the surface reserved for column-level discriminators in
former sensors is removed, as shown in Fig. 2.5d.

Two variants of the sensor are considered, one (ASTRAL-IN) optimised for the Inner
Layers which privileges spatial resolution and one (ASTRAL-OUT) best suited to the
Outer Layers, where the relaxed requirement on the spatial resolution is used to further

20



J. Phys. G: Nucl. Part. Phys. 41 (2014) 087002 The ALICE Collaboration

VRST

RST o—{ SEL Column The Sub-Array
The Pixel
WRITE
Front Column | — oR
end circuitry

(a) CHERWELL plxcl circuitry (b) CHERWELL strixel layout

Figure 2.6: Layout of the pixel circuitry and strixel architecture for CHERWELL.

suppress power consumption.

The design of ASTRAL-IN is based on 24 pm x 31 pm pixels providing a single point
resolution of about 5 pm and composing a sensitive area of 1248 columns and 416 rows. The
expected frame read-out time is approximately 20 ps (assuming simultaneous double-row
read-out) with a power density of 85 mW cm™2. A still lower power density of 60 mW cm™2
is obtained with ASTRAL-OUT by enlarging the pixels to 36 pm x 31 pm, which reduces
the number of columns to 832 and the number of sparse data scan units (SUZE) from
three to two. The expected single point resolution amounts to 7 pm.

At present, the two variants of ASTRAL act as baselines, MISTRAL being used as
a back-up because of its more conservative design and more extensive validation of its
components (see Sec. 2.6.2).

2.5.3 CHERWELL

The CHERWELL series of sensors has been designed by the STFC-RAL group in the
UK. This group has pioneered over many years the design of CMOS sensors using the
0.18 pm process provided by TowerJazz. The CHERWELL architecture is based on the
novel concept of strixels, explained in more detail below.

The reverse-biased n-well to p-epitaxial layer diode acts as a charge collection node. The
diode sensor can be reset to a defined voltage VRST through an NMOS transistor which
is turned on/off by the RST input signal. After the integration time, the collected charge
on the diode sensor is stored on the NMOS storage capacitor (100 fF) through an NMOS
source follower. The charge is transferred only when the switch WRITE is enabled. The
accumulated voltage on the storage capacitor node is further buffered by a PMOS source
follower when the row select switch SEL is enabled. When SEL is enabled, the voltage
signal on the storage capacitor is transferred to a column memory capacitor (100 fF) for
further processing. This pixel architecture achieves low noise while operating at very low
power. The pixel (front end) circuit diagram is shown in Fig. 2.6. It allows correlated
double sampling (CDS) to achieve low noise operation.

The chip works in rolling-shutter operation and in order to achieve the desired frame
rate, pixels are grouped into so-called strixels. This architecture allows reduction of the
dead area at the periphery by incorporating the amplifiers, comparators and memories
within the matrix. Unrelated n-wells, due to PMOS transistors used in the processing
electronics, are shielded from the collecting diode by use of deep p-well, another concept
that was first tested and proven in silicon by the STFC RAL group. The number of
pixels per strixel as well as the exact geometry, i.e. vertical and horizontal pitch, can
be tailored to the required specifications. We have designed a series of test structures
in the CHERWELL architecture (CHERWELL-1, CHERWELL-2, etc.). Tests on the
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Figure 2.7: Building blocks of the ALPIDE chip.

CHERWELL-1 test structure are described in Sec. 2.6.3.

Within a strixel, the pixels are read in rolling-shutter mode and the pseudo-differential
signal is compared against a defined threshold to identify the particle hits. The addresses
of hit pixels are latched and stored in SRAMs within the strixel itself. In the current
designs, only two memories per strixel are used. These memories can be used to store hits
or to act as a buffer for reading the hits, so the trade-off can be made between power and
occupancy. The strixel also includes a 6-bit DAC to trim the comparator threshold. The
SRAMs are read through low-power, high-speed sense amplifiers.

As an example, in the new CHERWELL-2 test structure currently being prepared for
testing, 128 pixels of dimensions 20 pm x 20 pm are put together in a strixel and there are
128 strixels placed next to each other to make a 128 x 128 pixel array. The array has two
different types of n-well to p-epitaxial layer diodes. Two variants of the diode have been
used, one of them using a polysilicon ring to gate the diode to achieve higher radiation
resistance at the expenses of extra capacitance.

2.5.4 ALPIDE

ALPIDE (ALICE Pixel Detector) is the Pixel Chip developed by a collaboration formed
by CCNU (Wuhan, China), CERN, INFN (Italy), and Yonsei (South Korea). It contains
a novel low-power in-pixel discriminator circuit that drives an in-matrix asynchronous
address encoder circuit, read out by an end-of-column lossless data compression and de-
randomising circuit. The digitisation of the signal within the pixel eliminates the need for
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an analogue column driver, reduces the power consumption significantly and allows for
fast read-out. A functional diagram of the circuit is shown in Fig. 2.7a and the different
elements are described in the subsequent paragraphs.

In-pixel discriminator and digital memory

The in-pixel discrimination circuit is depicted schematically in Fig. 2.7b. It is based on
a current comparator circuit that works with a bias current of only 20nA. To minimise
its power consumption, the comparator has a slow response with a settling time of about
4ps. The logical and of the output of the comparator and an external WRITE_EN is
connected to a digital storage element on which the hit information is saved until read-out
takes place. The circuit is meant to be operated in triggered mode: only upon arrival
of a trigger signal, WRITE_EN will be asserted for about 100ns and the output of the
front-end is latched. This minimises the time the circuit output is integrated and hence
significantly reduces the number of spurious hits generated by electronics noise or beam
background.

In-column address encoder

Within each double column, the addresses of the hit pixels are encoded using an asyn-
chronous priority encoder network. It is organised as a tree to decrease the capacitive load
of the lines, hence minimising the power consumption and at the same time optimising the
speed. At its output the encoder generates a signal (VALID), which is asserted as long as
there is a pixel that was hit but has not yet been read out, and an address bus (ADDR)
which carries the address of the next valid pixel. When the end-of-column circuit has read
the address of the hit pixel with the highest priority, it asserts a signal (SELECT) to the
encoder that propagates back to reset the storage element inside the pixel that has just
been read out. This scheme is extremely time efficient since it only reads out the pixels
that are hit. The typical read-out time (time to transfer the information from the storage
elements inside the pixels of the entire matrix to the memory at the periphery of the chip)
for a central Pb-Pb collision is of the order of 100ns. Moreover, it always preserves the
full hit information; no information is lost even for the most unlikely event topologies.

End-of-column read-out circuit

The addresses and valid signals of the encoder are fed into a circuit that assembles and
compresses the data, utilising the fact that addresses are likely to be consecutive. The
latter is due to the fact that a particle typically creates hits in clusters of two to four
adjacent pixels. After this compression, the data of all columns is multiplexed into a
common multi-event memory (with a capacity to store four events), which serves as a
de-randomising circuit. While data comes in bursts with high peak values obeying the
(nearly) Poissonian statistics of the event/trigger process, its output can be read with
constant, average bandwidth without introducing dead time.

2.6 Prototype circuits and experimental results
Within the R&D phase, the different design teams have been submitting a number of
circuits prototyping various building blocks of the final architectures (overview in Tab. 2.3).

In the remainder of this section, results from the corresponding characterisation campaigns
are reported.
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Table 2.3: Prototype circuits.

Architecture Prototype Addressed design feature
MISTRAL MIMOSA-32, First 0.18 pm design, in-pixel circuitry op-
MIMOSA-32ter timisation, improved radiation hardness
MIMOSA-34 Sensing node design optimisation as a
function of pixel dimensions and epitaxial
layer characteristics
MIMOSA-32N Mitigation of RTS noise
MIMOSA-32FEE Combined sensing node and in-pixel cir-
cuitry optimisation, including RTS noise
mitigation
MIMOSA-22THRa Overall pixel array read-out validation
and optimisation based on single-row
read-out (STAR-PXL chip architecture)
MIMOSA-22THRb Pixel array read-out validation with
double-row read-out based on two discrim-
inators ending each column
ASTRAL AROM-0 Validation of in-pixel discrimination
MISTRAL SUZE-02 Validation of zero-suppression and data
ASTRAL sparsification
CHERWELL CHERWELL-1 Strixel geometry demonstrator
CHERWELL-2 Draft ALICE front end and in-strixel logic
ALPIDE Explorer-0, Explorer-1  Pixel geometry optimisation, back-bias

pALPIDE In-pixel front end characterisation, feasib-

ility of digital pixel read-out

2.6.1 Common characteristics and methods

The goal of the laboratory tests is to characterise and calibrate the pixel sensors. A
standard method is to exploit the 5.9keV X-rays of a ®*Fe source. The impinging X-rays,
in the majority of cases, deposit charge among several pixels (depending on the layout of
the sensing diodes), forming a cluster. The seed pixel (the one with the highest signal
within a cluster) collects typically 40 % to 50 % of the cluster charge. If an X-ray photon
converts in the vicinity of the sensing diode, full charge collection occurs in the seed pixel,
yielding about 1640 e.

The spectrum of the collected cluster charges exhibits several peaks, as shown e.g. in
Fig. 2.8 and in Fig. 2.15. The peak at the highest value (calibration peak) in the charge
spectrum of the single pixel clusters corresponds to the full charge collection and gives
an absolute charge calibration. To characterise the charge collection performance of the
pixels, the seed Charge Collection Efficiency (seed CCE) or the cluster Charge Collection
Efficiency (cluster CCE) can be used. The seed CCE is the ratio of the charge collected
in the seed pixel over the total charge, while the cluster CCE is the ratio of the charge
collected in a 5 x b-pixel array over the total charge. It should be noted that the size of
5 x 5 pixels for the latter is chosen such that it is large enough to easily accommodate
a full cluster. The total charge is in both cases determined from the calibration peak.
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Depending on the read-out architecture, the noise performance is assessed via a threshold
scan or an analysis of the analogue output values in pedestal runs. This holds for both
the random, or temporal, noise (TN) and the fixed pattern noise (FPN). In particular, the
latter can also be identified from the fake hit rate in test beam and source measurements.

2.6.2 MIMOSA
MIMOSA-34 and MIMOSA-22THRa(b) laboratory tests

Laboratory tests performed with various sensor prototypes addressing the different com-
ponents of the charge sensing, signal processing and read-out chain of MISTRAL and
ASTRAL are summarised hereafter. Each component was studied independently of the
other ones. The studies cover the optimisation of the pixel sensing node and in-pixel cir-
cuitry, as well as the validation of the MISTRAL pixel-array read-out and of the in-pixel
signal discrimination specific to ASTRAL.
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Figure 2.8: Charge collection properties of 22 pm x 33 m pixels equipped with 8 jm?
and 10.9 pm? sensing diodes. In the latter case, the measured charge distribution is shown
before and after an exposure to 1 Mrad X-Rays.

The charge collection properties and noise performance of a variety of pixels were
first investigated with pixels featuring no in-pixel pre-amplification and CDS circuitry
(e.g. MIMOSA-34). The pixel dimensions range from 22pum X 27 pm to 33 pm X 66 pm.
Their (octagonal) sensing diodes have cross sections ranging from 2pum? to 15um?, the
value by default being 10.9 pm?. The choice of small diodes was motivated by their re-
duced capacitive noise and by the in-pixel amplification gain enhancement they entail. In
order to mitigate the potential decrease of the charge collection efficiency consecutive to
the diode size reduction, a 10.9 pm? or 15 pm? large footprint, free of p- and n-wells, was
implemented on top of the diode.

The influence of the epitaxial layer properties on the pixel performances was studied
with three different epitaxial layers differing by their thickness (18, 20 and 30 m) and
their resistivity (1, 6, and 1k cm, respectively). They are labelled as HR-18, HR-20 and
HR-30 hereafter.

Figure 2.8 shows distributions of the charge collected with two different 22 pm x 33 pm
pixels illuminated with an *Fe source. One pixel features a 10.9 pm? large sensing diode
while it is only 8pm? large in the other pixel. The gain enhancement originated by
the 8pm? diode is clearly visible in the charge collection performance, confirming the
advantage of the sensing concept based on a small diode underneath a larger footprint.
Figure 2.8b shows the charge collected by the set of four pixels in a cluster collecting the
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Figure 2.9: Temporal noise extracted from a threshold scan of the MIMOSA-22THRal
discriminator outputs (HR-~18). The TN distribution is displayed for pixels reproducing the
circuitry known to be affected by RT'S noise (pixel matrix S4) and for pixels incorporating
a preamplifier input transistor with twice wider and longer gate (pixel matrix S1).

largest charges. Omne observes that the charge is nearly equal to that of the calibration
peak, indicating that the cluster charge is almost fully contained in four pixels. The
irradiation related results are discussed in Sec. 2.7.4.

The temporal noise (TN) of the different pixels was measured at a temperature of
30°C. It was found to vary linearly with the diode cross section from about 8 e ENC for
21m? diodes to about 17e¢ ENC for 10.91m? ones, independently of the epitaxial layer
characteristics. It was shown that large (e.g. 22 pm x 66 pm) pixels featuring a sensing
node composed of two interconnected small diodes for the sake of charge collection, exhibit
a TN value similar to the one of the default, 10.9 pm? large, diode in smaller pixels (see
example of Tab. 2.4).

The charge collection efficiency (CCE) of the different pixels was also investigated in
particular for the 22pm x 33 pm and 33 pm x 33 pm pixels, representative of the MIS-
TRAL and ASTRAL-IN pixels, and of the ASTRAL-OUT pixel, respectively. The seed
CCE was observed to be in the 40 % to 50 % range (depending on the sensing node de-
tails) for the MISTRAL/ASTRAL-IN pixel and a few percent less for the ASTRAL-OUT
pixel. Several different larger pixel designs were also shown to exhibit satisfactory charge
collection performances (see Fig. 2.12a). This observation offers attractive power-saving
perspectives, reflecting the reduced sensing node density associated to large pixels, an

Table 2.4: Temporal noise measurements of MIMOSA-34 featuring one pixel type with
22m x 33 pm pitch, 10.9pum? footprint and 10.9 pm? diode cross section and one with
2211m x 66 pm pitch, 15m? footprint and two interconnected 5pm? diodes. Measure-
ments were performed at 30°C and for three different starting materials.

Temporal noise (e)
Pixel pitch (nm?) HR-18 HR-20 HR-30

22 x 33 15.4 14.3 15.5
22 x 66 16.9 15.7 16.2
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Figure 2.10: Signal-to-noise ratio (SNR) of seed pixel measured in test beam for different
MIMOSA-34 pixels.

approach becoming relevant whenever the demanded single point resolution is not partic-
ularly constraining.

The noise distribution of the pixels mentioned above still exhibits a significant contri-
bution from RTS noise. Former studies exposed in the ITS CDR [12] have shown that
this component generates an unacceptable fake hit rate. Its mitigation was addressed with
pixels incorporating pre-amplification and CDS circuitry organised in columns read out in
parallel, each ended with a high resolution, offset compensated discriminator (MIMOSA-
22THR chips). The mitigation strategy consisted in extending the dimensions of the input
transistor of the in-pixel amplifier.

Threshold scans of the discriminator outputs were performed in order to derive the
pixel TN and the Fixed Pattern Noise (FPN), which is dominated by residual discrim-
inator offset dispersions. Figure 2.9 compares the TN distribution observed with pixels
reproducing the original preamplifier circuitry (composing the pixel matrix called S4),
known to be subject to RTS noise, to the one obtained with a twice longer and larger
gate of the preamplifier input transistor (composing the pixel matrix called S1). While
the former distribution exhibits a clear tail due to RTS noise, the second one is free of
it as a consequence of the enlarged pre-amplifier input transistor gate. The mitigation of
this potential source of high fake hit rate is thus established.

The validation of the double-row read-out in rolling-shutter mode was achieved in two
steps, each based on a dedicated chip. The first step consisted in reproducing the single-
row read-out concept used for the STAR-PXL. It was realised with the MIMOSA-22THRa
prototype, made of 128, 1cm long, parallel columns composed of 320 pixels and ended
with discriminators. The second step was achieved with a prototype (MIMOSA-22THRD)
addressing the simultaneous read-out of two rows. It features 56 columns, each made
of 64 pixels and ended with the same discriminators as in MIMOSA-22THRa. Both
sensors feature eight columns with analogue outputs allowing characterisation of the pixels
independently from the discriminators.

A threshold scan of the discriminator outputs was performed with both chips at the
nominal clock frequency of 100 MHz. The TN and FPN were derived in order to estimate
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the impact of residual discriminator threshold dispersions and potential couplings between
the analog and digital in-pixel micro-circuits introduced by the double-row read-out. The
total noise observed amounts to 19 e ENC for the single-row read-out and 20 to 23 ¢ ENC in
case of a double-row read-out. These results validate the double-row read-out architecture
and indicate a small noise increase due to the double-row read-out, which is expected to
be suppressed by further optimisation of the in-pixel circuitry.

The upstream part of the MISTRAL architecture as well as most of the ASTRAL read-
out can therefore be considered as validated. The specific aspect of the latter, i.e. the
in-pixel signal discrimination, was investigated with essentially three different alternative
micro-circuit designs implemented in sub-arrays composing the prototype AROM-0. The
design differences focus on the amplification, clamping and discrimination functionalities
complementing the pre-amplification and clamping circuits common with the MISTRAL
pixel. The TN and FPN distributions were extracted from threshold scans of the chips.
The observed noise indicates that the pixel TN matches the noise performance of the end-
of-column discriminator structure of MIMOSA-22THR (< 1mV). On the other hand, the
in-pixel discriminator TN and FPN are about twice higher (= 1.0mV and < 0.5mV) than
in MIMOSA-22THR (< 1.0mV and < 0.2mV). The overall noise comes therefore out
to be at least 50 % larger than in case of end-of-column discriminators. Its mitigation is
expected to result from the next generation of chips (AROM-1) foreseen to be fabricated
and tested by Q1 of 2014.

The validation of the downstream component of the read-out chain, common to MIS-
TRAL and ASTRAL, was addressed in the SUZE-02 chip. The prototype includes the
zero-suppression circuitry corresponding to 64 columns of the pixel array. The full signal
sparsification sequence was tested at nominal frequency, using various types of patterns
repeatedly processed up to 10000 times. No signal processing error was observed.

In summary, the adequacy of all main components of the MISTRAL architecture has
been verified and solutions have been found to mitigate the RTS noise at an acceptable
level. Most of these results are also valid for ASTRAL. Moreover, two alternatives of the
in-pixel discrimination circuitry needed for ASTRAL provide performances confirming
the adequacy of the circuit concepts. Their noise level still needs to be suppressed by at
least 30 %, a goal which seems within reach with the solutions implemented in the next
generation of sensors (AROM-1) expected to be fully tested by Q1 of 2014.
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Summary of the MIMOSA test beam measurements

The detection performances of the upstream part of the MISTRAL architecture were fur-
ther assessed with a 4.4 GeV/c electron beam at DESY in August 2013. The study focussed
on the sensitive area, composed of 22 pm x 33 pm pixels, connected to the end-of-column
discriminators. It also addressed the performances of larger pixels, which become relevant
in case of relaxed single point resolution requirements. The measurements concentrated
on the signal charge collection, the hit cluster properties, the seed SNR, the detection effi-
ciency and the spatial resolution. Several results of the study apply also to the ASTRAL
detection performances.

The study was performed in two steps. First, the charge sensing properties were es-
timated for various pixel geometries, based on the MIMOSA-34 sensor and therefore not
influenced by the signal processing circuitry. The latter, including in-pixel signal pro-
cessing and end-of-column discriminators, was investigated in a second step with the
MIMOSA-22THR sensor, concentrating on 22 pm X 33 pm pixels. The single point res-
olution measurements were achieved with 50 pm thin sensors and a selected sub-sample of
beam electron tracks undergoing moderate multiple scattering in the components of the
beam test set-up (beam telescope and sensor under test).

The seed SNR. of the 22 m x 33 pm MIMOSA-34 pixels featuring the 10.9 pm? default
sensing diode was observed to exhibit a most probable value (MPV) of about 44, with
a small difference between the two epitaxial layers considered here (HR-18 and HR-20)
favouring the HR-20 epitaxial layer, as shown in Fig. 2.10a. On the other hand, the MPV
was observed to increase by 20 % when reducing the sensing diode cross section from its
default value to 8 pm? (see Fig. 2.10b).

The expected digital performance of the MIMOSA-34 sensor was emulated offline using
the sensor analogue raw data. An emulated binary encoding of the charge collected by
22 pm x 33 pm pixels featuring the default sensing diode resulted in a single point resol-
ution of (4.7 £ 0.3) pm, thus complying with the Inner Layer specifications. This result
is corroborated by the binary single point resolution observed with 20 pm x 40 pm pixels
(MIMOSA-32) exposed in 2012 to a 100 GeV/c hadron beam at the CERN-SPS, which
amounted to (5.4 & 2.0) pm using the same offline charge encoding procedure [13].

Next, the detection performances of the full upstream part of the MISTRAL architecture
was investigated with the MIMOSA-22THRa sensor to validate the read-out scheme at
the nominal clock frequency of 100 MHz. The seed SNR distributions measured on the
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narrow band of 8 columns delivering analogue outputs feature a MPV of 34 and 32 for
the HR-20 and HR-18 epitaxial layers, respectively. These values agree with former data
obtained in 2012 with the MIMOSA-32ter sensor at the CERN-SPS [12].

The detection efficiency was evaluated as a function of the discriminator thresholds.
Particular attention was devoted to the two sub-arrays composed of pixels corrected for
RTS noise (called S1 and S2). The detection efficiency was observed to exceed 99.5 % for
threshold values of up to ten times the average noise, the fake hit rate being about 1075
only. This result confirms the RTS noise mitigation. Measurements performed with the
S1 and S2 sub-arrays are shown in Fig. 2.11 for the HR20 epitaxial layer, the fake rate
being extracted from large statistics laboratory measurements.

The relaxed constraint on the Outer Layers’ spatial resolution may be used to squeeze
the sensor power density well below 100 mW /cm?, while keeping the same integration time
as for the Inner Layers. The detection performances of 22 pm x 44 pm and 22 pm x 66 pm
pixels were evaluated in this perspective. Figure 2.12 displays results obtained on beam
at 30°C with 22pm wide and up to 66 pm long pixels for HR-18 and HR-20 epitaxial
layers. Various pixel sensing diode cross sections are considered, ranging up to 15 pm?.
Figure 2.12a shows the MPV of the seed SNR distribution from small to large pixels, also
indicating the sensing diode surface. Figure 2.12b displays the detection efficiency of the
largest pixel as a function of the threshold over noise cut. The measured seed SNR MPV
is quite large for all pixel configurations, and the high detection efficiency observed with
the 22 pm x 44 pum and 22 pm X 66 pm pixels validates the approach followed to reduce
the power density in the Outer Layers (see Tab. 2.2). The binary charge encoding was
simulated on the data collected and resulted in a single point resolution around 7pm in
both directions. The results support the pixel dimensions envisaged for ASTRAL-OUT
(36 pm x 31 pm) and thus the associated low power density (60 mW/cm?) predicted for
its design.

In summary, the beam tests performed in 2013 confirm that the CMOS process invest-
igated is well suited to the key features of the ASTRAL and MISTRAL architectures.
The main charge sensing and signal processing elements of both architectures are shown
to offer satisfactory performances, a result which validates both approaches followed.

The different elements of the chain addressed through the 2012 and 2013 prototyping
need now to be combined in a single sensor unit (FSBB) featuring the final sensitive area,
which will encompass the full signal collection and processing chain, incorporating vari-
ous design improvements. Simultaneously, the optimisation of the in-pixel circuitry still
needs dedicated prototyping, in particular as far as the ASTRAL in-pixel discrimination is
concerned. Improvements are also expected in the design of the sensing node, which may
be different for ASTRAL-IN and ASTRAL-OUT, accounting for the radiation tolerance
required. Finally, the choice of the most appropriate epitaxial layer, which seems presently
to be the HR-20 epitaxy, still needs further studies.

2.6.3 CHERWELL-1

CHERWELL-1 is a 4T Monolithic Active Pixel Sensor (MAPS) device designed at Ruther-
ford Appleton Laboratory (RAL). The Cherwell sensor is a further development of two
previous circuits, FORTIS and TPAC [14]. TPAC was designed for digital calorimetry in
the context of the R&D for the ILC project. FORTIS was designed for use in tracking
and vertexing, and as a test for the TowerJazz process with a deep p-well implant with
no circuits inside. The CHERWELL-1 sensor includes many improvements based on the
experience made with the two previous circuits and includes active circuitry within the
pixel area shielded with the deep p-well. CHERWELL-1 uses 4T pixels, which allow low
noise, in-pixel correlated double sampling and a high conversion gain. It has a 12pm
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Figure 2.13: CHERWELL-1 characterisation results.

epitaxial layer. Different versions have been fabricated using standard and high resistivity
substrates. The main innovation of CHERWELL-1 is that it incorporates the strixel array
architecture. The strixel array allows for the addition of read-out circuits embedded in
the space between the pixel diodes. This eliminates the end-of-column electronics and
increases the active area of the chip.

Photon Transfer Curve scans

The basic characteristics of an imaging sensor can be obtained by taking images for differ-
ent intensities of light and calculating the variance and mean for each intensity point. This
forms the Photon Transfer Curve (PTC) from which the gain, noise and full well capacity
can be measured. A PTC scan was performed in a light tight box where the sensor was
illuminated with a uniform distribution of UV light from LEDs. The intensity of the light
was increased until the pixels were saturated. At each intensity 200 events were recorded
and a mean signal value was calculated. The noise was taken to be the RMS of the signal
values. The signal was plotted against the square of the noise to produce the PTC. A
PTC was recorded for all the reference and strixel pixels in the sensor. From these plots
values of the gain and noise have been found for each pixel. Figure 2.13a shows the noise
for each sensor type: (i) standard resistivity, standard V4, (ii) standard resistivity, low V%,
(i) high resistivity, low V;.

The noise was observed to be uniform across the sensor. The width and mean of the
noise decreases for the higher resistivity epitaxial layer and low V; implant, as expected.
The mean value of the noise is 8 ¢ to 12 ¢ RMS. The gain of each pixel is also uniform across
the sensor with a mean value of 0.17 ADC counts per electron. The full well capacity of the
sensor is taken as the maximum signal point of the PTC scan. The linear full well capacity
is 11500 e and the maximum full well capacity is 14 700 e. These values are consistent for
all pixels.

Test beam

Measurements of the CHERWELL-1 sensors have been made using the 120 GeV /¢ pion
test beam at the CERN SPS in November 2012. The aims of the test beam were to
understand the resolution, charge sharing and efficiency of CHERWELL-1. A stack of
six CHERWELL-1 sensors was placed on the T4 beamline at H6 in front of the EUDET
telescope. Scintillators at either end of the stack allowed a triple-coincidence trigger to be
constructed. The stack consisted of two standard wafers with the low noise V; implant for
the source drain, two standard wafers with the standard noise V; implant for the source
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Figure 2.14: Explorer front-end circuitry (simplified).

drain and two high resistivity wafers with the low noise V; implant for the source drain.
Particles can be seen traversing the entire stack and are thus being used for alignment.
From the clustering analysis, detection efficiencies have been extracted and are 99.73 %
for the standard resistivity, standard V¢, 99.77 % for the standard resistivity, low V; and
99.89 % for the high resistivity, low V;. The position resolution can be seen from Fig. 2.13b
and is of order 3 pm to 4 pm.

2.6.4 Explorer-0, Explorer-1

The goal of the Explorer prototypes is to optimise the charge collection and diode layout as
well as to study the effect of back-biasing the substrate and the susceptibility to radiation
damage. A distinctive feature is the possibility to apply back bias to the substrate, which
is effectively increasing the reverse bias on the collection diode, and which in turn leads
to an increase of signal due to a reduction of input capacitance as well as a reduction of
cluster size due to an increased depletion zone.

The chip is segmented in nine different electrode geometries, which exist in two pitches
(20pm x 20 pm and 30 pm x 30 pm) each. A first version of the chip, Explorer-0, was
submitted in July 2012. In April 2013, 16 further variants, Explorer-1, were submitted to
further study the observed trends. The Explorer-1 chips were fabricated on seven different
substrates with different resistivities and epitaxial layer heights.

To allow for flexibility in the characterisation of the pixel sensing diode, the circuit in
Fig. 2.14 was devised. Each pixel contains two independent analogue memory cells, which
store the voltage level at the output of the sensing diode. At the periphery, a sequencing
circuit is used to read out the memories of all pixels in a serial fashion. The pixel circuit
operates from the functional point of view as follows. The voltage signal at the output
of the sensing diode is first set to a nominal value by turning on (resetting) the PMOS
transistor, which is connected to a well-defined voltage level. Immediately after the reset
operation, the signal at the output of the sensing diode is stored in the first memory cell.
After some time (integration time), the signal at the output of the sensing diode is stored
in the second memory cell. The two voltage levels stored in the analogue memory cells
are read out sequentially and shipped off-chip where digitisation and CDS calculation take
place. It should be noted that this circuit configuration allows control of the integration
time, which can be set to any desirable value, independently with respect to the read-out
time. This mode of operation is for characterisation purposes only and not meant to
be used for the final sensor. The Explorer-1 employs the same circuit but has a different
routing and input transistor geometry to lower the front-end input capacitance from 3.6 fF
to 1.4fF, which allows for a better measurement of very low detector capacitances.
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Figure 2.15: Comparison of **Fe signals for an Explorer-0 pixel with a 7.6 pm? octagonal
n-well electrode and a 1.04 pm spacing between the n-well and the surrounding p*-ring.
The spectra are measured at back bias voltages of —1V and —6V as well as before and
after irradiation with 10'3 1 MeV Neg/ cm? neutrons.

Laboratory measurements

The sensor was characterised using X-rays from an °°Fe source to determine its charge
collection efficiency. Examples of the signal of single-pixel clusters and of arbitrarily shaped
clusters (defined as the sum of a 5 x 5 matrix around the seed) are shown in Fig. 2.15.

The noise figure of the Explorer-0 has been studied in the laboratory. It has found
to be Gaussian for more than 99.9 % of the pixels before irradiation and still more than
99% after irradiation with 10!3 1MeV neq/cm?. The remaining pixels show jumps of
the baseline that appear with a period of several seconds. For Explorer-1, the situation
worsens: RTS noise appears as a new noise source, significantly affecting a few percent of
the pixels. This effect, very similar to what has been observed with the MIMOSA-32, can
most likely be attributed to the decreased input transistor size.

It should, however, be noted that the Explorer front-end is not representative for the final
chip. Apart from a different input transistor geometry, the ALPIDE mode of operation is
not sensitive to a (quasi-)static shift of baseline, but only to shifts that occur within the
integration time of the amplifier (some 4 ps).

Test beam measurements

To study the detection efficiency, the responses of the Explorer chips to electrons were
measured using a 4GeV/c to 6 GeV/c electron beam at DESY. Looking at the pixel
with highest signal within a cluster (seed pixel), a Landau-like distribution is observed
(Fig. 2.16a). After discriminating the signal, the detection inefficiency is given by the
integral of this distribution below the threshold. By lowering the threshold, however,
statistical base line fluctuations are also detected: fake hits. In order to distinguish fake
hits from track-induced hits, detection planes were arranged around the device under test
in a telescope and particle tracking was performed. The inefficiency is defined as the
number of tracks found by the external planes that do not have a corresponding hit in the
device under test. The result is plotted in Fig. 2.16b. The fake hit rate is computed from
independent noise measurements.

Due to the high RTS noise noise in Explorer-1, 1% of the pixels with the highest
noise were excluded from both efficiency and fake hit rate estimation. The still very high
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beam for Explorer-1.

detection efficiency is due to the fact that clusters extend over a few pixels and can still
be detected if a single pixel is masked. Fig. 2.16b also shows the positive effect of the back
bias, which not only yields slightly higher values at small cuts, but also a larger margin
to apply a more comfortable threshold.

Four different starting materials (HR-18, HR-20, HR-30, HR-40B, see Tab. 3.1) were
compared at another test beam at DESY with 3.2GeV/c¢ positrons. The summary is
shown in Fig. 2.17 for the 20 pm x 20 pm pixels, while results from 30 pum x 30 pm look
similar. The expected linear increase of the generated charge with the epitaxial layer’s
thickness is observed and, in addition, it can be seen that the cluster size increases. These
two effects have a competing influence on the amount of charge that is collected in the seed
pixel. Depending on the back-bias voltage, the optimum value in terms of seed signal is
attained at different epitaxial layer thicknesses. While the optimum at a back-bias voltage
of =6V is at 30 um, it is at 20pm for —1V. Due its possible significant improvement
of SNR, the HR-30 material is further investigated and a test beam with an irradiated
sample is planned for December 2013.
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Figure 2.18: Comparison of °*Fe cluster signal for Explorer-0 sector 2 (7.6 nm? diode, no
spacing) and sector 6 (7.6 pm? diode, 1.04 pm spacing) as well as for Explorer-1 sector 6
(7.61m? diode, 2.1pm spacing). The analogue output signal is increased by 60% by
optimising the diode shape and circuit input capacitance.

Comparison and conclusion

A summary of extracted parameters for the different diode geometries is given in App. A.
By the comparison of the different anode types, the following trends can be observed:

e Most diode geometries provide the required charge collection efficiency.

e Larger spacing between the diode n-well and the surrounding deep p-well yields a
better signal-over-noise ratio.

Larger back bias yields a better signal-over-noise ratio.

e The Explorer-1 circuits show a 60 % better signal-over-noise ratio with respect to
Explorer-0, if one masks the few percent of pixels with significant RT'S noise contri-
bution (Fig. 2.18).

Only at larger back-bias voltages one may benefit largely from the increased charge
created in a thicker epitaxial layer. Then, however, the increase in SNR can be
substantial.

These observations can qualitatively be described by looking at the depletion volume,
which is larger when increasing the reverse voltage of the collection diode (back bias) and
when increasing the space towards the surrounding p-well. This argument is steering the
optimisation of the layout of the ALPIDE and pALPIDE pixel geometries.

2.6.5 pALPIDE

pALPIDE;, the first small-scale prototype matrix of ALPIDE, was designed to address the
feasibility of both the analog front-end and the priority encoding scheme. It contains a
64-column, 512-row matrix with the ALPIDE front-end in 22 pm x 22 pm pixels and it is
read out by a global priority encoder circuit. The priority encoder is organised column
wise: an identical 512-bit encoder is placed within each column and at the periphery the
global priority is formed based on the output of the column priorities. The circuit has
been submitted together with Explorer-1 in March 2013, first test have been carried out,
and their results are shown below.
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Figure 2.19: 20 pALPIDE in-pixel front-end responses (OUT in Fig. 2.7b) of a single
pixel to 5°Fe signals. A 500mV trigger threshold was applied, but no selection on the
position of the pixel within a cluster is performed.
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Figure 2.20: Parameters obtained from pALPIDE s-curve measurements at a back-bias
of —2V using an electrical pulsing of 256 pixels. 1 mV corresponds to 0.88 £ 0.08 electrons.
Threshold and noise values correspond to mean and standard deviations, respectively, as
obtained from individual fits of the CDF of a normal distribution to the measured s-curves.

The analogue output (OUT in Fig. 2.7b) of the in-pixel discriminator front-end is avail-
able for a few pixels as a direct output and waveforms of 5°Fe signals were recorded
(Fig. 2.19). The FWHM of the majority of signals is seen to be 3.5ps. The existence
of waveforms that are significantly lower than the majority can be explained by the (un-
known) position of a pixel within a cluster; if the pixel happens to be at the periphery of
a cluster its signal can be close to threshold.

To address the spatial uniformity as well as the noise of the response of the analogue
front-end, a threshold, s-curve, scan was performed. 256 pixels have the possibility to
pulse the front-end via 0.14 fF pulsing capacitors that are connected to an input pin. An
external voltage pulse is used to inject charge into the circuit and its amplitude is swept
from 0V to 1.8 V, corresponding to a charge of 0 e to 1575 e. Results (depicted in Fig. 2.20)
show a good spatial uniformity with a variation of 17 e as well as a low noise figure of 7.2 e.
The relatively high threshold of 242 e depends on the threshold and bias currents (I, and
Iiias) as well as the back-bias voltage, Vip, and are shown for Iy, = 0.5nA, Iys = 20nA
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(which are the nominal currents), and Vi, = —2V.

The pALPIDE was characterised with 4 GeV /¢ to 6 GeV /¢ positrons at DESY in Septem-
ber 2013 using the EUDET telescope set-up. First results show a detection efficiency
reaching 99.7% at Vi, = 0V. Detailed studies on the spatial resolution as well as an
irradiation campaign are currently ongoing.

2.7 Radiation hardness

2.7.1 Radiation effects

As described in more detail in Tab. 1.2 the radiation levels expected for the innermost Layer
(radius of 22mm) are about 700krad (TID) and 10! 1 MeV neq/cm? (NIEL) including a
safety factor of ten for a collected data set corresponding to 10nb~! Pb-Pb, 50 pb~! p-Pb,
and 6 pb~! pp collisions. To ensure full functionality within this radiation environment
and to avoid a degradation of the detector performance, comprehensive radiation hardness
studies are carried out throughout the prototyping process.

Tonising radiation essentially affects the surface oxide layers of sensors and electronics
as well as the lateral isolation oxides of MOSFET transistors through radiation induced
charge trapping and interface traps resulting in a change of threshold voltage and leakage
current. NIEL generates bulk damage in the silicon lattice that in turn can degrade the
sensor performance in terms of charge collection efficiency and signal-over-noise ratio.
Furthermore, ionising radiation in digital structures can induce single event upset (SEU),
a change of state caused by ions or electromagnetic radiation striking a sensitive node in a
micro-electronic device. It can also cause single event latchup (SEL), a type of short circuit
that triggers parasitic structures which can disrupt proper functioning of the element, or
possibly can even lead to its destruction.

To simulate the impact of the expected radiation level on the ALICE ITS, systematic
irradiation tests using X-rays, protons and neutrons are carried out throughout the R&D
phase on various sensor, analogue and digital test structures.

2.7.2 Test set-ups and test structures

To assess the radiation hardness of the ITS prototypes, three types of structures are
currently under investigation:

e Basic structures (diodes and transistors): three test structures were designed and
implemented in TowerJazz technology in order to study basic operational paramet-
ers such as threshold voltage, transconductance, and dark current as a function of
radiation type and dose as well as of the layout. RAL has provided a set of basic ana-
logue structures to study TID effects on threshold voltage shift, transconductance
and leakage current. The structures were manufactured with epitaxial thicknesses
of 5.5um, 12 pm and 18 pm with or without a deep p-well. Each structure consists
of six high voltage (3.3V) and six low voltage (1.8 V) NMOS and PMOS transist-
ors. CERN has designed CMOS test structures (TID_TJ180) to study TID effects
on threshold voltage and leakage current. They consist of single low voltage (1.8 V,
3nm oxide thickness) and high voltage (3.3V, 7nm oxide thickness) NMOS and
PMOS transistors of different lengths and widths. Some of these transistors have in
addition a deep p-well layer underneath.

Digital structures: a test chip for dedicated SEU tests (SEU_TJ180) has been de-
signed and implemented at CERN and CCNU. It consists of single and dual port
RAM structures and shift registers to measure the SEU cross sections of the digital
registers and memories.
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Figure 2.21: Threshold shift as a function of TID.

o Full sensor structures: the MIMOSA (Sec. 2.6.2) and Explorer (Sec. 2.6.4) prototype
structures were characterised before and after irradiation.

2.7.3 Single device test

TID measurements were carried out on the TID_TJ180 structures using a 10keV X-ray
machine at CERN, which provided a fully automatised set-up to measure currents and/or
voltages (typically I; as a function of Vgs and Vg,) using a semiconductor analyser that
is connected to the pads of the test structure. The test structures are kept under worst
bias conditions and irradiation was carried out up to 10 Mrad with a rate of 25krad per
minute. Figure 2.21 shows the threshold voltage shift as a function of the irradiation dose
for low voltage NMOS transistors of different gate widths and a minimal gate length of
0.18 pm. The most affected structure is the minimum size NMOS transistor (mask channel
width W = 0.22 pm) with a threshold shift of about 40mV between 1 Mrad to 10 Mrad.
NMOS transistors with a gate width of more than 1pm only show a marginal threshold
shift of about 10mV.

An even smaller sensitivity has been observed for NMOS transistor structures with
a larger width of 10 pm and various gate lengths as shown in Fig. 2.21. The observed
threshold shift of less than 5mV is very low and remains within the fluctuations of the
measurement set-up. Both figures also confirm that in general the threshold shift decreases
significantly with increasing transistor dimensions.

2.7.4 Tests of prototype structures

To test bulk effects generated by NIEL, MIMOSA and Explorer sensor prototype structures
have been irradiated with a fluence of 103 1 MeV neq/cm? and 3 x 10'3 1 MeV neq/cm?
using neutrons from the FRM II reactor near Munich and the TRIGA MarkII Reactor at
JST in Ljubljana, respectively, before being bonded on hybrid carriers. Some MIMOSA-32
prototype structures (both n-irradiated and non n-irradiated) were, in addition, irradiated
with TID up to 3 Mrad under worst bias conditions to study the impact of combined TID
and NIEL. Both irradiated MIMOSA-32 and Explorer-0 prototype structures have been
tested in laboratory set-ups using %Fe sources and in test beams at CERN and DESY
using pions and electrons to study the degradation of the sensor performance in terms of
charge collection efficiency and SNR. The results are summarised in the following:
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Figure 2.22: SNR of seed pixel measured with MIMOSA-32ter at the CERN-SPS, at two
operating temperatures, before and after irradiation with the combined load of 1 Mrad and
1013 1 MeV neq/cm?.

e Laboratory measurements: Noise, charge collection efficiency and cluster size
have been characterised by measuring the response of various MIMOSA and Explorer
sensor prototype structures to 5.9 keV X-rays from a ®Fe source before and after
TID and NIEL irradiation. An example of the detector response of MIMOSA-34
structures before and after irradiation with 1 Mrad is shown in Fig. 2.8 while results
of MIMOSA-32 structures up to 3 Mrad irradiation can be found in [13]. The results
show only a marginal degradation of the sensor response after TID irradiation. One
can thus assume that the charge collection characteristics of the ITS innermost
Layers will not degrade for the expected radiation load of 700 krad.

The effect of NIEL is shown for Explorer-0 in Fig. 2.15 before and after irradiation
with 103 1 MeV an/cm2 neutrons. The %Fe peak position remains stable at a
level of a few percent after irradiation. An increase of noise of 5% to 15% after
irradiation with 10'® 1MeV neq/cm? neutrons has been observed for various pixel
sizes and shapes operated at —1V and —6V, respectively. The charge collection
efficiency drops by about 10 % at —1V regardless of pixel size and shape, whereas
it remains almost unchanged for —6 V. Due to the decrease in the SNR the cluster
multiplicity decreases by about 10 % to 30 % for all structures.

e Test beam measurements: In order to study the full detection performance of the
prototype structures (irradiated and non-irradiated MIMOSA-32ter/-34/-22THR
and Explorer-0) before and after irradiation, test beam measurements were car-
ried out at the CERN-SPS using negative pions of about 80 GeV/c to 120 GeV/c
(MIMOSA-32ter prototypes) and at DESY using 4 GeV/c to 6 GeV/c electrons.

Seed pixel signal over noise before and after combined irradiation with 1 Mrad and
1013 1 MeV neq/cm? for a MIMOSA-32ter structure (Fig. 2.22) indicates a decrease
of SNR from about 25 down to about 20 can mainly be attributed to the increase of
noise after irradiation. These values are still affected by RTS noise and are therefore
expected to improve after the ongoing design optimisation.

A similar behaviour has been observed for the Explorer-0 test structure. Appendix A
summarises seed SNR and noise distributions measured with electrons before and
after irradiation with 10'3 1 MeV Neq/ em? neutrons. In most of the cases, the seed
SNR decreases by about 20 %, whereas the noise increases by about 5% to 15 %.
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Figure 2.23: SEU cross sections as a function of proton beam energy measured for two
SEU ASICs in single and dual port mode. For better readability, the values have been
slightly separated horizontally.

2.7.5 Single event effects

SEU effects have been studied using the SEU_TJ180 test structures read out by two
different test systems, provided by CERN and NPI?, respectively. SEU cross section
measurements were carried out using the proton beam from the NPI cyclotron in Rez near
Prague and at PSI3. The SEU_TJ180 structures were exposed to protons of 32.2 MeV and
24.8 MeV (NPI) and 29.5 MeV, 60 MeV, 100 MeV, 150 MeV and 230 MeV (PSI) at proton
fluxes between 1.1 x 107em™2s~! and 1.1 x 108cm=2s7'. All SEU tests were carried
out in static mode, i.e. the memory was programmed with a fixed pattern prior to the
irradiation cycle and bit flips were monitored as a function of the proton fluence. The
results of the SEU cross section measurements are shown in Fig. 2.23.

Given a typical memory depth of N = 2Mbit and a throughput of g = 300 Mbits™!
as well as a total hit density of p = 1.6 x 10°cm~2s7! and a SEU cross section of o =

10713 cm? bit~!, one gets a mean error probability per bit, A, of:
A=N/p-p-o~10"bit™t . (2.1)

This is the worst case scenario of a central chip and still low enough that the induced
data corruption can be tolerated. Though much less likely (typically only a few hundred
bits are concerned) but still more relevant is the aspect of SEUs in the configuration or
the control logic within the chips. In contrast to errors in the data stream, any error in
the configuration logic is persistent until the configuration is updated. Even worse, SEUs
in the control logic of the chip can lead to electrical errors on the bus and even physical
damage. Special means will therefore be taken to protect those parts of the chip by a
redundant, radiation-hardened design.

Radiation hardness tests with regard to SEL require a dedicated test set-up and will be
carried out in the near future for various test structures.

2Nuclear Physics Institute, Prague
3Paul Scherrer Institute
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2.8 Summary and plans

Within the R&D phase, the TowerJazz technology has successfully been qualified as appro-
priate for the ALICE ITS pixel sensor. The different design streams have accomplished key
achievements towards the development of large scale prototypes. In particular, radiation
tolerance and particle detection efficiencies meeting the requirements have been achieved.
Now, focus lies on the characterisation of bigger chips, including full-size building blocks
of the final chips. After, a decision for the option to be adopted will be taken and forces
will be joined to implement the final chip, characterise it and give the green light for mass
production.
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3 Pixel Chip mass production, testing and
quality assurance

The full production of the monolithic silicon Pixel Chips for the upgrade of the ALICE ITS
will require the processing of a large number of wafers. The wafers will be post-processed,
thinned and diced to obtain individual Pixel Chips. Each chip will be tested and inspected
prior to the assembly into larger modules. This chapter outlines the individual steps
starting from the quality assurance of the starting wafers up to obtaining fully tested
chips, ready for assembly. In Sec. 3.1 the different options for starting wafers and the
materials used for the first engineering run are presented. This is followed by an outline
on the quality assurance procedure proposed for the starting wafers. Section 3.2 presents
the results from thinning and dicing tests. Section 3.3 outlines the different tests to be
carried out on individual chips in order to qualify them for assembly. Finally, in Sec. 3.4
the post-processing for achieving solderable pads is presented.

3.1 Wafers for CMOS production

The thickness and quality of the epitaxial layer of monolithic silicon pixel detectors play
a crucial role for the overall performance of the detector. While in earlier monolithic
pixel detectors relatively low resistivity and thinner epitaxial layers were used, TowerJazz
offers the possibility of processing wafers with epitaxial layer resistivities of 1k cm and
thicknesses of up to 18 um. The higher resistivity allows partial depletion of the epitaxial
layer and an increase in the fraction of charge collected by drift, as described in Chap. 2.
In addition, the signal generated by a traversing charged particle scales with the thickness
of the layer. TowerJazz offers wafers with epitaxial layer thicknesses ranging from about
5pum up to 18 pm (where the latter corresponds to a signal charge of approximately 1100
electrons for minimum ionizing particles), but also has accepted processing wafers with
different characteristics (see Tab. 3.1). The increase in thickness, and thus higher number
of charges generated, is expected to improve the signal-to-noise ratio. Prototype chips
have been produced on wafers with different epitaxial layer thicknesses for experimental
verification of this effect (see Sec. 3.1.1).

The epitaxial silicon layer is grown on a single crystal substrate wafer by chemical vapour
deposition (CVD) [15]. The purpose of growing an epitaxial layer on a silicon substrate
is primarily to achieve a layer of a different, usually lighter concentration of dopants.
In the present case the substrate resistivity is in the order of a few 10 m§2cm compared
to the epitaxial layer resistivity which is in the order of 1kQcm. Epitaxial layers also
contain less impurities, such as carbon and oxygen, and less grown-in defects, as observed
in Czochralski-grown (CZ) wafers.

The substrate on which the epitaxial layer is deposited acts as a mechanical support
and also as a potential barrier to reflect charges back into the epitaxial volume. The
concentration of dopants in the two regions differs by several orders of magnitude, thus
causing different levels of contraction of the silicon lattice, induced by the dopants. The
epitaxial layer growth is accompanied by two different stresses (tensile and compressed)
on the substrate and epitaxial side. The stress misfit increases as the epitaxial layer gets
thicker and can cause misfit dislocations at the epitaxial-substrate interface [15]. For the
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Figure 3.1: SEM image of the cross section of an unprocessed epitaxial wafer. The
nominal epitaxial layer thickness is 20 pm. The difference between the epitaxial layer
and the substrate is visible as a difference in colour. The measured thickness is in good
agreement with the expected one.

ALICE ITS, wafers with epitaxial layer thicknesses of up to 40 pm have been successfully
produced and processed in an engineering run in 2013. No indication of misfit dislocations
was observed on these wafers.

Figure 3.1 shows a scanning electron microscope (SEM) image of a cross section of
a blank epitaxial wafer from a custom production for the ALICE ITS. The difference
between the epitaxial layer and the substrate in the SEM image is visible as a change in
colour. The nominal thickness of the epitaxial layer on this wafer is 20 pm, which is in
good agreement with the 20.24 pm measured. This wafer is part of a special production
of epitaxial wafers with higher thickness, which is described in Sec. 3.1.1.

Monolithic silicon pixel detectors, as developed for the ALICE ITS, require wafers with
a relatively thick epitaxial layer, with high-resistivity and a good interface quality to the
substrate to generate sufficiently large signals. The following Sec. 3.1.1 describes the
different types of epitaxial wafers used for the first engineering run in 2013.

Full-thickness high-resistivity wafers can also be used as starting material for producing
monolithic silicon pixel detectors. High-resistivity CZ wafers have been introduced in
CMOS processing for other applications, such as high radio frequency transceivers, and
first prototype pixel matrices were already produced on this material [16]. However, this
development is still in a very early phase and epitaxial wafers have been adopted as the
baseline starting material for the ALICE ITS upgrade.

3.1.1 Different wafer starting material during the R&D phase

For the engineering run submitted in March 2013, a set of different wafers, with epitaxial
layer and full-thickness CZ wafers, have been procured. The list of the different starting
wafers is shown in Tab. 3.1. The epitaxial layer thicknesses range from 12 pm up to 40 pm.
The wafers of type 1 are standard wafers used by TowerJazz and have been included in
the run as monitoring wafers for the CMOS process.

As described in Chap. 2, each reticle on the wafer contains a set of prototype chips
exploring different design options. The prototype chips from this run are presently under
test and results exploring the different architectures and designs are reported in Chap. 2.
First test results on Explorer-1 chips from type 2 (18 pm epitaxial layer), type 3 (30 pm
epitaxial layer), type 5 (20 pm epitaxial layer) and type 6 (40 pm epitaxial layer) wafers
indicate a cluster signal increase compatible with the increase in thickness of the epitaxial
layer (see Fig. 2.17 and App. A). Further measurements on prototype chips from different
starting wafers are presently being carried out including measurements on irradiated chips.
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Table 3.1: Wafers used for the engineering run March 2013.

Type Number of wafers Epitaxial Thickness (pm) Resistivity (k€ cm)
1 (LR-12) 3 12.0 + 0.5 0.03
2 (HR-18) 4 18.0+1.5 >1
3 (HR-30) 3 30.0 £ 0.3 ~1
4 (HR-40A) 3 40.0 £0.6 ~1
5 (HR-20) 6 20.0 £ 1.9 6.2
6 (HR-40B) 3 40.0£1.9 7.5
7(CZ) 3 Cz >0.7
Wafer ID C-1

Minimum 69850
Mean 108900
Maximum 141600
STD 15300

%Uniformity 14.04

Sheet Resistance
value (Ohm/sq)
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Figure 3.2: Example of a schematic arrangement for the four point probe measure-
ment [17] (left). In case of epitaxial silicon wafers, the current path via the substrate has
to be taken into consideration [15]. Resistivity map of one epitaxial wafer measured at
TMEC with a RS30 KLA-Tencor four point probe system (right). Note that the resistivity
values are indicated as Q/sq.

3.1.2 Quality assurance tests of wafer starting material

The wafer manufacturers provide information on epitaxial layer thickness and resistivity
values derived from SRP (Spreading Resistance Profiling) measurements. For this purpose,
a blank wafer is ground at an angle and the resistivity profile is measured at different
depths. This measurement is destructive to the wafer and is carried out on a sample basis.
The surface resistivity can be measured in a number of points across the wafer, using, for
example, a four point probe measurement system. The quality assurance for the wafer
procurement for the production will include the monitoring of the epitaxial layer resistivity
and thickness on a sample basis as one of the key parameters for the performance of the
final chips. The tests and procedures are presently being developed to put them in place
well in advance of the start of production.

First surface resistivity (Rs) measurements have been carried out on blank wafers (one
wafer of type 5, one wafer of type 6) of the engineering run of March 2013 at the collab-
orating institute TMEC, Thailand. Figure 3.2 shows the schematic arrangement of a four
point probe measurement on the left hand side. Prior to the measurement, the wafer was
dipped in a 1% HydroFluoric bath to remove the native oxide layer on the surface. The
resistivity was measured on 49 points across the surface, corresponding to the 49 reticles
of the processed CMOS wafer. The R, values measured on the wafer of type 6 are shown
on the right hand side in Fig. 3.2. The corresponding average resistivity value measured is
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Figure 3.3: Flow chart of the wafers qualification tests.

Table 3.2: Dimensional requirements for the Pixel Chips.

Target value Variation

Thickness 50 pm 45 pm
Width 15mm +30 pm
Length 30 mm +30 pm

7.9k cm with a standard deviation of 1.1k cm. The average value agrees within errors
with the epitaxial layer resistivity value provided by the supplier, which was measured on
a different wafer of the same batch (7.5kQ cm). The map also shows that for most of the
surface area, the resistivity stays within about 30 % around the nominal value, while a
stronger difference between the centre value and the values measured at the wafer rim are
observed.

The monitoring of the wafer quality throughout the production will be part of the
quality assurance procedure. The suppliers will provide information on the wafers, such
as resistivity and thickness of the epitaxial layer. Monitoring the main wafer parameters
is foreseen on a sub-set of every batch produced. The flow chart of the different operations
to be performed to qualify the wafers is shown in Fig. 3.3.

3.2 Thinning and dicing

Starting from a standard thickness of 725 pm, 8-inch wafers are routinely thinned in multi
project wafer (MPW) runs to about 400 pm. However, the target thickness for the ALICE
ITS upgrade is significantly lower than that, aiming to achieve a thickness of 50 ym. The
STAR PXL detector is already using monolithic silicon pixel chips of 50 pm thickness [6].
This corresponds to 0.054 % of radiation length.

Table 3.2 summarises the dimensional requirements for the Pixel Chips.

In case of an epitaxial layer thickness of 40 pm, the total thickness has to be increased
to about 70 pm. For thinner epitaxial layers, the target thickness is 50 pm.

In the module arrangement, individual chips will be placed with a nominal gap of 100 pm
next to each other. Therefore the edge quality and the dimensional precision of the chips
has to be compatible with this requirement. A visual inspection of each chip, as described
in Sec. 3.3.1, will ensure that only chips which meet these requirements will be mounted.
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IR thickness measurement on one prototype wafer (March 2013)
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Figure 3.4: Interferometric thickness measurements of 50 pm thick chips, not including
the CMOS metal layers (=10 pum).

3.2.1 Thinning tests carried out in the R&D phase

Thinning and dicing has been carried out on blank wafers and fully processed wafers
throughout 2012/13 to optimise a thinning process based on the Dice Before Grind (DBG)
approach. The wafers are prediced to about 80 pm depth and then back-grinded to 50 pm
which leads to the separation of the chips on the wafer. Table 3.3 summarises the results
of the DBG on 30 wafers. The yield is defined as no visible damage to the chip, as no
electrical tests could be carried out on chips from these wafers. In the future, electrical
test results will be included when thinning fully processed CMOS wafers.

Measurements of the chip thickness are carried out immediately after grinding using an
infrared interferometer. The results of these measurements on one wafer are reported in
Fig. 3.4a. The interferometric measurement does not take into account the CMOS metal
layer stack but only the silicon thickness. Thus about 10 pm have to be added to the
measured thickness value. The measured values are in good agreement with the target
thickness of 50 pm and are well within the limits of £ 5pm. Interferometric thickness
control on a subset of chips has been included as part of the quality assurance on all
wafers thinned in 2013.

The precision of the chip size is of crucial importance for the module construction where
several chips will be aligned in a row, aiming to minimise the gap between chips to keep the
insensitive region as small as possible. For standard diamond blade dicing, the dimensional

Table 3.3: List of wafers thinned and diced in 2012.

Type Number Chip size (mm?) Usage Good (%)
blank 13 various mech. and assembly tests N/A
blank 5 15 x 30 mech. and assembly tests 96
with Al pattern 5 15 x 30 interconnection tests 89
with Ni/Au pattern 5 15 x 30 interconnection tests 7
MIMOSA20 2 10 x 20 CMOS wafers 100
Total 30 91
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Figure 3.5: Simple scheme of the diamond blade dicing setup.

precision of the diced chips is determined by the choice of dicing blade, specifically the
kerf width of the blade and the precision with which the blade can be placed on a dicing
street of a given width. Figure 3.5 shows a schematic view of the dicing blade and the
parameters which add to the uncertainty of the chip size during diamond blade dicing.
The dicing blade used for the dicing of the first dummy and prototype wafers was not yet
adjusted to reach the target precision. The total variation in geometrical dimensions is
not 60 pm, but approximately 80 pm. Further tests and optimisation will be carried out
to achieve the target values.

An alternative technique to separate the chips on the wafer is laser dicing. Different
laser dicing techniques are presently available in industry. The laser cuts along the scribe
line and the separation of the chips is usually carried out by tape expansion. First tests
were done on blank wafers using laser dicing systems at different suppliers. Laser dicing
can also be used to predice the chips before back-grinding the wafers to 50 pm thickness.
Tests are presently underway to combine laser pre-dicing and back-grinding using blank
wafers. The edge quality and the precision of the laser cut will be assessed on the first
chips from these wafers, which are expected for spring 2014.

Three wafers from the engineering run have been thinned to 450 pm and diced in order
to provide first samples for characterization tests. Three wafers have been successfully
thinned to 50 pm and 70pm (in case of an epitaxial layer thickness of 40 pm). Presently,
further wafers from the run are being thinned to 50 pm and diced.

The results from the interferometric thickness measurement of 50 pym thick chips are
shown in Fig. 3.4b. The average thickness on 49 points measured across the full wafer is
44.6 pm, with a maximum variation of 3 pm.

3.3 Single chip test

Prior to mounting on the module, each chip will be tested according to a defined test-
procedure. The results of each test will be recorded and stored in a commonly accessible
database. The chips will be classified according to the test results and only good chips
which are fully functional and meet the geometrical requirements will be used for module
mounting. A detailed scheme for the classification of the chips will be defined once full size
prototype chips are available and a sufficient number of chips have been tested to produce
a large enough statistical sample.
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Calib: 1 (Xunit) = 7 pm

Figure 3.6: Image of the visual inspection of a chip corner. The camera scans the edge
of the chip. The position of the camera is indicated by the square with the target cross
visible on the top right. The image has been taken just before the machine reaches the
broken corner, thus no error is yet indicated.

Every tested chip has to be traceable, either electrically or via a visual mark, throughout
the different testing and assembly steps. Several techniques are under consideration, but
no final choice for the chip identification has yet been taken. First tests using laser marking
have been carried out on dummy chips. Alternative options are currently under study.

The single chip tests will include a visual inspection, an electrical test and a test with
radioactive source or laser for full verification of the functionality.

e The visual inspection and metrological measurements will ensure that no
physical damage has occurred and that the contact pads are fully intact to ensure a
good quality connection to the Flexible Printed Circuit (FPC). A metrological meas-
urement will ensure that the chips geometrical dimensions are within the acceptable
tolerances.

e The electrical and functional tests will address the full electrical functionality
of the chip and validate the signal generation in the epitaxial layer.

The exact yield factors for each of the processing steps (production, dicing, thinning,
etc.) prior to the single chip tests are not yet known. However, experience from other
experiments (e.g. STAR) showed that a yield factor of about 50 % for thin chips of 50 pm
can be expected. Thus the total amount of chips to test for the ALICE ITS will be in the
order of 50 000.

In order to efficienctly test this large number of chips, the visual tests as well as the
functional tests will be carried out using automated systems. It is planned to first carry
out visual tests to select only those chips for the functional tests that comply with the
dimensional requirments and show no damage. Chips which do not pass the visual test
are discarded from the test flow, which will add to the reduction of testing time.

3.3.1 Visual and metrological inspection

The automated visual and metrological inspection of the chips will allow the detection
of different anomalies such as dimensional errors (e.g. chip size, pad size and location),
physical damage (e.g. cracks, missing parts, scratches) and surface damage (e.g. scratches,
debris, pollution) and to classify the chips accordingly.
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A feasibility study for visual and metrological inspection has been carried out together
with a supplier of visual inspection systems, using an existing system at the company site
(VEA, Ttaly). The dummy chips used for the study are similar in size and connection
pads as assumed for a final chip (15 mm x 30 mm, connection pads of 400 pm diameter).
Figure 3.6 shows an example of the visual inspection of a chip with a broken corner. The
inspection system scans the edge of the chip and will indicate an error once it reaches
the broken edge. The proposed machine can automatically handle each chip, picking
it up from the tray and placing it under a camera for optical inspection. The camera is
equipped with a pattern recognition software able to satisfy the test requirements in terms
of resolution. The expected resolution is of the order of microns, depending on the speed
of the measurement.

The time required for the visual and metrological inspections has to be kept as short
as possible. A preliminary time estimate for the procedure including the handling is 40s
per chip. This includes picking up the chip from the tray and placing it underneath the
inspection system, carrying out the measurements and again picking up the chip with a
robotic arm and placing it back into the carrier tray.

3.3.2 Electrical and functional test

A first list of tests containing the main steps that should be included in the test sequence
is shown in the following. The final list of tests can only be defined when the full size
prototype chips are available.

e basic electrical test (smoke-test), power supply and current values;
e test of I/O connection (e.g. reading/writing configuration);

e noise run to identify noisy pixels in the matrix;

e test of the digital part of the chip (e.g. using a test pulse pattern);

e sensor response using either light or a radioactive source.

The tests will be automated and limited to the minimum requried to identify faulty
chips. Furthermore, carrying out the tests in different test centers in parallel will allow
further reduction of the overall testing time and avoids that failure of a test system creates
a bottleneck in the overall detector construction phase.

Two different techniques are presently under study to provide the electrical connection
to the chip pads during mass testing:

e contact by using a probe card;

e contact by using a bed of needles probe.

In case of contacting the pads with a bed of needles probe, the fixture will host a defined
number of chips. The test of the chips will be executed sequentially. By providing several
fixtures that can be pre-mounted, the handling time will be further reduced. Direct test
point inspection and test control can be performed using an integrated camera. Presently,
a set of tests is being carried out using dummy chips with pad contacts to study how to
control the contact. A test fixture is being designed for a bed of needles contact of these
dummy chips and first test results are expected early 2014. In parallel tests are carried
out together with a commercial probecard manufacturer developing a first prototype for
a test station.
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Figure 3.7: SEM image of a pad cross-section on a dummy chip wafer. The Ni-layer
deposited is in the order of about 3 pm thickness covered by a thin layer of Au. The
Ni-layer has been deposited on the Al-pad by electroless Ni-deposition.

3.4 Wafer post-processing

The CMOS processing will provide aluminium metal pads on the chip for electrical con-
nections. In case of using laser soldering to connect the chip pads with the FPC, it will
be necessary to post-process the wafers to have solder-wettable metal pads. This will
include the deposition of a Ni/Au layer on the Aluminium pad after finishing the CMOS
processing.

First tests have been carried out by producing dummy chips with Al/Ni/Au pads. An
example of a SEM cross-section view of an Al/Ni/Au pad on a dummy chip wafer is shown
in Fig. 3.7.

In order to avoid additional losses in the post-processing of the wafers, it is envisaged to
carry out this step immediately after CMOS processing and before thinning and dicing.
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4 Detector Staves

The design of the new ITS is conceived as a two-barrel structure: the Inner Barrel (IB),
formed by Layers 0 to 2, and the Outer Barrel (OB), formed by Layers 3 to 6. An overview
of the new ITS layout is given in Chap. 1 and summarised in Tab. 1.1. The three Layers
of the IB are also referred to as the Inner Layers, with Layers 3 and 4 as Middle Layers
and Layers 5 and 6 as Outer Layers.

In the azimuthal direction, each Layer is segmented in elements called Staves. The
Stave, which extends over the whole length of the respective Layer, is the basic building
block of the detector. The Stave contains all structural and functional components, thus
making it the smallest operable part of the detector. The three Inner Layers are built with
identical Staves, while the Staves of the OB Layers have a different layout due to their
longer length. The Staves of the Middle and Outer Layers have the same layout although
those of the latter are almost twice the length of the Middle Layers ones.

This chapter is dedicated to the description of the Staves and their construction process.
The design and layout of the Staves for the Inner and the Outer Barrel are described in
Sec. 4.1. The developments and the technical choices of the Stave components (except the
Pixel Chip, which is discussed in detail in Chap. 2) as well as their characterisation are
illustrated in Sec. 4.2 and 4.3. The techniques that are being evaluated to interconnect the
Pixel Chips, namely laser soldering and Single point Tape Automated Bonding (SpTAB),
are discussed in Sec. 4.4. The assembly procedures and the prototyping of the Staves are
described in Sec. 4.5. The ongoing R&D activities on some alternative options for the
Stave implementation are reported in App. B.

4.1 Stave design

The conceptual design of both IB and OB Staves is based on the following elements:

e Space Frame: a carbon fibre support structure providing the mechanical support
and the necessary stiffness;

e Cold Plate: a sheet of high-thermal conductivity carbon fibre with embedded
polyimide cooling pipes, which is either integrated within the Space Frame (for the
IB Staves) or attached to the Space Frame (for the OB Staves), as described in
Sec. 4.2; the Cold Plate is in thermal contact with the Pixel Chips or with the
Module carbon plate to remove the generated heat.

e Hybrid Integrated Circuit (HIC): an assembly of a polyimide Flexible Printed
Circuit (FPC) on which a number of Pixel Chips, namely 9 and 14 for the IB and
OB Staves respectively, and some passive components, are bonded;

e Module: the HIC glued to a Module carbon plate, which provides the necessary
stiffness for the handling and possible replacement of a single Module in case of
malfunctions, as described in Sec. 4.5.2.

e Half-Stave: the OB Staves are further segmented in azimuth in two halves, called
Half-Staves. Each Half-Stave, extending over the full length of the Stave, consists
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Figure 4.1: Schematic view of the Inner Barrel Stave.

of a Cold Plate on which a number of Modules are glued, namely four and seven for
Middle Layers and Outer Layers, respectively.

The design of the Staves takes into account the specifications of the new ITS. The
low material budget combined with very good rigidity and stability of a relatively large
structure imposes severe constraints in terms of design and technical solutions that can be
implemented. The requirements of the new ITS, which have been taken into account in
the design of the Staves of the Inner and Outer Barrels, have been illustrated in Chap. 1.

4.1.1 Inner Barrel Stave

Each IB Stave will be instrumented with one HIC, which consists of nine Pixel Chips
in a row connected to the FPC, hence covering a total active area of 15 mm x 270.8 mm
(Tab. 1.1) including the 100 pm gap between adjacent chips along z. The interconnection
between Pixel Chips and FPC is achieved via laser soldering, described in Sec. 4.4. The
HIC is glued to the Cold Plate with the Pixel Chips facing it in order to maximise the
cooling efficiency. Figure 4.1 shows a schematic layout of the IB Stave. An extension of
the FPC, not shown in Fig. 4.1, connects the Stave to a patch panel that is served by the
electrical services entering the detector from one side only. A mechanical connector at each
end of the Stave allows the fixation and alignment of the Stave itself on the end-wheels, as
described in Chap. 5. The inlet and outlet of the closed-loop cooling circuitry are located
at the same end of the Stave because also the cooling is served only from the same side as
all other services.

The prototyping of the IB Stave is well advanced. Figure 4.2 shows the detail of the
end-Stave with and without the mechanics connector and the cooling ducts.

Material budget

The design of the Stave accounts for the tight requirement on the material budget, which
is limited to 0.3% Xj. Table. 4.1 reports the estimated contributions of the IB Stave to
the material budget.
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Figure 4.2: Prototypes of the Inner Barrel Stave.

Table 4.1: Estimated contributions of the Inner Layer Stave to the material budget.

Stave element  Component Material Thickness Xo Xo
(nm) (cm) (%)
HIC FPC Metal layers Aluminium 50 8.896 0.056
FPC Insulating layers Polyimide 100 28.41 0.035
Pixel Chip Silicon 50 9.369 0.053
Cold Plate Carbon fleece 40 106.80 0.004
Carbon paper 30 26.56 0.011
Cooling tube wall Polyimide 25 28.41 0.003
Cooling fluid ‘Water 35.76 0.032
Carbon plate Carbon fibre 70 26.08 0.027
Glue Eccobond 45 100 44.37  0.023
Space Frame Carbon rowing 0.018
Total 0.262

A detailed study of the material distribution across the Stave has been performed after
the optimisation of each component. In Fig. 4.3 the azimuthal distribution of the Layer 0
material traversed by the particles at 7 = 0 is shown. Neighbouring Staves are partially
superimposed to ensure the detector hermeticity. The highest peaks correspond to the
overlap of the reinforced structures along the edges of the Space Frame to guarantee the
required stiffness and the narrow spikes to the reinforcement implemented in the upper
vertex. The peaks around 0.5% Xy are due to the polyimide cooling pipes embedded
in the Cold Plate, which have an inner diameter of 1.024 mm and a wall thickness of
25 pum, assuming they are fully filled with water. The average value of 0.282 % X fulfils
the specifications, which are of extreme importance for the achievable impact parameter
resolution.

4.1.2 OQuter Barrel Stave

The Staves of the Middle and Outer Layers are identical, except that the Outer Layer Stave
is nearly twice as long. The basic concept of the OB Staves is very similar to the IB ones.
However, the Staves of the OB are split azimuthally in two Half-Staves, each longitudinally
further segmented in four or seven Modules for the Middle and Outer Layers, respectively,
as depicted in Fig. 4.4. The design of the Space Frame of the OB Staves is derived from
the ladder frame of the outer layers of the current ITS [3]. It supports two Cold Plates,
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Figure 4.3: A detail of the Stave overlaps of the Inner Layers (left) and the corresponding
material budget distribution (right). The highest peaks correspond to the overlap of the
reinforced structures at the edges of the Space Frame, while the narrow spikes to the
reinforcement at the upper vertex. The peaks around 0.5 % X, are due to the polyimide
cooling pipes fully filled of water.

with the respective integrated cooling pipes, each carrying four or seven Modules. From
here forward, all references will be made to the Stave layout of the Outer Layer, which are
more challenging from the system and assembly point of view, unless otherwise specified.
The layout and components of the OB Stave are highlighted in Fig. 4.4. The Cold Plates
are connected to the Space Frame by U-shaped connectors. In order to achieve a nearly
full coverage, the two Cold Plates of a Stave overlap in the r¢ direction, as shown by the
Stave cross section in Fig. 4.4. The details of the support structure and the cooling system
are described in Sec. 4.2.

The HIC of the OB Staves consists of an array of two rows of seven chips each, connected
to a common FPC that is approximately 3 cm wide and 21 cm long. The HIC is glued to a
120 pm thick carbon plate to ensure the required stiffness and to ease the handling during
the assembly and testing phases. The assembly of the HIC with the carbon plate is called
a Module. The FPC distributes the clock and configuration signals, as well as the data
read-out and power connections to all Pixel Chip in a Module. The expected maximum
data throughput for the OB Staves, illustrated in Chap. 6, allows the development of a
serial read-out scheme of an entire chip row, which extends over the full length of the
Stave. The read-out concept is described in more detail in Sec. 4.3 and in Chap. 6.
Taking into account the estimated power density of 100 mW cm ™2, summing up analogue
and digital power contributions, an additional bus to distribute the power is needed to
fulfil the maximum acceptable voltage drop over the whole length of the Half-Stave. This
bus, named Power Bus (PB), extends over all FPCs of the Half-Stave, providing analogue
and digital power as well as ground connections. The baseline powering scheme is based
on a conservative parallel connection: all chips in a Module are directly connected to the
analogue and digital power planes of the FPC, which are in turn fed by the PB serving
the Half-Stave.

Several components of the OB Staves have been prototyped; Fig. 4.5 shows a full size
prototype of the Space Frame for the Outer Layers. The production process and charac-
terisation tests are described in the following Sec. 4.2. It has been demonstrated that this
design provides the required stiffness and thermal properties. The design and the ongoing
development of the FPC and of the PB are described in Sec. 4.3.

Material budget

Table. 4.2 reports the estimated contributions of the OB Stave to the material budget. It
is worth underlining that the thickness of the aluminium power planes applies to the Outer
Layers Stave and it could be less for the Middle Layers according to the smaller number
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Figure 4.5: A prototype of the OB Stave Space Frame with Cold Plates.
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Table 4.2: Estimated contributions of the Outer Layer Stave to the material budget.

Stave element ~ Component Material Thickness Xo Xo
(nm) (em) (%)
Module FPC Metal layers Aluminium 50 8.896  0.056
FPC Insulating layers Polyimide 100 28.41 0.035
Module plate Carbon fibre 120 26.08  0.046
Pixel Chip Silicon 50 9.369 0.053
Glue Eccobond 45 100 44.37 0.023
Power Bus Metal layers Aluminium 200 8.896 0.225
Insulating layers Polyimide 200 28.41 0.070
Glue Eccobond 45 100 44.37 0.023
Cold Plate Carbon fleece 40 106.80 0.004
Carbon paper 30 26.56 0.011
Cooling tube wall Polyimide 64 28.41 0.013
Cooling fluid Water 35.76  0.105
Carbon plate Carbon fibre 120 26.08 0.046
Glue Eccobond 45 100 44.37  0.023
Space Frame Carbon rowing 0.080
Total 0.813

of Pixel Chips. The estimated overall material budget is within reach of the required
0.8% Xo.

The detailed description of the azimuthal distribution of the material across the Outer
Layer Stave is shown in Fig. 4.6. Similarly to the IB, neighbouring Half-Staves are partially
superimposed to ensure the detector hermeticity, thus giving rise to the peaks around
1.25% Xo. The highest peaks are due to the polyimide cooling pipes embedded in the
Cold Plate, assuming they are fully filled with water.

4.2 Mechanical support structure and cooling

This section presents the studies carried out to identify and characterise materials, pro-
cesses and technologies suitable for the construction of the mechanics and cooling of the
Staves.

The Stave mechanical support must fulfil stringent requirements in terms of minimum
mass and highest stiffness. Its design is inherently linked to the layout of the cooling
system that will be adopted to remove the heat dissipated by the silicon sensors since the
cooling system is integrated in the mechanical structure.

The layout of the Stave mechanics and cooling consists of a Space Frame and one or two
Cold Plates. The Cold Plate is made of a high thermal conductive carbon fibre laminate,
with embedded cooling pipes, on top of which the silicon chips are glued. The heat is
conducted into the cooling pipes by the carbon fibre structure and is removed by the
coolant flowing in the pipes. For mechanical stability the Cold Plate is stiffened by the
Space Frame, a light filament wound carbon structure with a triangular cross section. The
concept of a Cold Plate and a Space Frame applies to both the IB and OB Staves but the
specific implementation of each Layer is tailored according to the different geometrical and
thermal constraints. A mechanical connector at each of the two ends of a Stave provides
the precise positioning of the Stave in the Layer configuration.
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Figure 4.6: The azimuthal distribution of the Outer Layer Stave material traversed by
the particles at n = 0. The highest peaks correspond to the polyimide cooling pipes
embedded in the Cold Plate fully filled of water and the others to the Half-Stave overlaps
to ensure the detector hermiticity.

4.2.1 Materials and production processes

The obvious choice for material with high specific stiffness and high thermal conductivity
with a long radiation length is Carbon Fibre Reinforced Plastics (CFRP).

For the Space Frame, t