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General theory of intraband relaxation processes in heavily doped graphene
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The frequency and wave-vector-dependent memory function in the longitudinal conductivity tensor of weakly
interacting electronic systems is calculated by using an approach based on quantum transport equations. In
this paper, we show that there is a close relation between the single-electron self-energy, the electron-hole pair
self-energy, and the memory function. It is also shown in which way singular long-range Coulomb interactions,
together with other q & 0 scattering processes, drop out of both the memory function and the related transport
equations. The theory is illustrated on heavily doped graphene, which is the prototype of weakly interacting
single-band electron-phonon systems. A steplike increase of the width of the quasiparticle peak in angle-resolved
photoemission spectra at frequencies of the order of the frequency of in-plane optical phonons is shown to be
consistent with the behavior of an intraband plasmon peak in the energy loss spectroscopy spectra. Both anomalies
can be understood as a direct consequence of weak electron scattering from in-plane optical phonons.

DOI: 10.1103/PhysRevB.91.205428

I. INTRODUCTION

The principal objective of this paper is to give an ana-
lytical background for accounting for intraband relaxation
processes in weakly interacting electron-phonon systems.
The formulas presented here can be used in comparative
studies of transport [1,2], reflectivity [3], angle-resolved
photoemission spectroscopy (ARPES) [4,5], and energy loss
spectroscopy [6,7] data measured on doped graphene samples
for hw < Efp and for a large enough Fermi energy Er. Equally
important, the present analysis can be easily extended to the
interband conductivity and the interband relaxation processes
in the intraband channel as well, which are both of importance
in the study of the ballistic conductivity in graphene [1,2,8,9].
The numerical results regarding some of these issues will be
given in a separate presentation [10]. Here, we only report
on the results that illustrate the simplest effect, namely, the
development of the single-electron spectral function and the
energy loss function with wave vector for hw ~ hw,q. The
purpose of this part of the analysis is to justify in single-
band electronic systems the use of the memory function in
the analysis of the scattering by those boson modes whose
properties are similar to those of in-plane optical phonons in
graphene. The scattering by magnons in underdoped cuprate
superconductors is one important example [11].

According to Ref. [12], we can use the Ward identity
to show the dynamical conductivity of a general multiband
electronic model in terms of the elements of the random phase
approximation (RPA) irreducible response tensor 7,,(q,®)
(u,v =0,x,y,z in a general three-dimensional case, and
u,v = 0,x,y in graphene) and the total effective number of
charge carriers n44(q) in the following way:

ey

o

i i ¢ nae(q)
aaa(qvw) = _”aO(qsw) = — naa(qva)) + —
q w m

[here q = g4é4 and @ = x,y (o = x,y,z) in two-dimensional
(three-dimensional) systems]. The first expression will be
referred to as the first Kubo formula for the conductivity
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tensor, and the second one as the second Kubo formula [13].
The advantages of using the second Kubo formula have been
discussed in detail in Mahan’s textbook within a simple single-
band model with the scattering from impurities, including the
detailed examination of vertex effects [14]. The appearance
of the product of two single-electron spectral functions of
the same wave vector is an important characteristic of this
approach, as well as the fact that it deals exclusively with the
real part of 0u,(q,w) at q = 0. The same approach has been
frequently used in examinations of electrodynamic properties
of low-dimensional strongly correlated electronic systems [15]
as well as of doped graphene [16,17], usually with vertex
effects neglected from the outset.

In this paper, we shall use the first Kubo formula with
the vertex corrections taken into account to determine the
dynamical conductivity of a general single-band model with all
relevant retarded and nonretarded interactions included. This
approach is based on the finite-temperature quantum transport
equation derived from the Bethe-Salpeter equation for the
intraband electron-hole propagators [18]. The most important
fact about this approach is that the current-charge correlation
function m,0(q,w) is expressed in terms of two different
damping functions (the imaginary parts of the single-electron
self-energy and of the electron-hole self-energy), and thatitisa
linear function of the single-electron spectral function A(k,¢).
It will be shown below that this approach provides a unified
diagrammatic representation for different multicomponent
excitations in the electron-phonon system under consideration
in which the forward scattering contributions and the normal
and umklapp backward scattering contributions are distinctly
resolved. Another advantage of the present approach over the
second Kubo formula is that it can also be used to determine
the structure of other correlation functions of interest, such
as the self-energy of acoustic and optical phonons, as well as
the structure of 0,,(q,®) at finite q. In this way, it is possible
to study in detail a rich variety of phenomena characterizing
the case in which the energy of external electromagnetic fields
hw, the energy of in-plane optical phonons hw,q, and the
energy of intraband plasmons Aw,i(q) are comparable to each
other [19-22].

©2015 American Physical Society
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It is shown here that, in the case where the dependence
of the electron-phonon coupling function on wave vectors is
negligible, the electron-electromagnetic field vertex correc-
tions associated with electron scattering by optical phonons
can be neglected. On the other hand, electron scattering
by intraband plasmon modes produces dramatic changes in
the single-electron self-energy (and in ARPES spectra) with
respect to the self-energy of an electron-hole pair (which is
relevant to both the dynamical conductivity and the energy
loss function). Although the electrodynamic properties of
heavily doped graphene are very similar to that of common
metallic systems with parabolic dispersion, the single-electron
spectral function of these two systems can be quite different,
depending on the wave-vector dependence of both w;(q) and
the electron-plasmon coupling function.

In Sec. II, we introduce the notation for bare and renor-
malized interactions in heavily doped graphene. The effects
of the electron scattering by in-plane optical phonons on the
single-electron spectral function are discussed in Sec. III. In
Sec. IV, the first Kubo formula for the dynamical conductivity
and the general solution of the Bethe-Salpeter equation for the
auxiliary electron-hole propagators are combined to determine
the structure of the longitudinal dynamical conductivity in a
general single-band case. In Sec. V, the spectral representation
of the dynamical conductivity is shown for the case of weak
electron-phonon interactions. Local charge conservation and
gauge invariance of the present response theory are briefly
discussed in Secs. V-VII. The effects of the scattering by
in-plane optical phonons on the real part of the dynamical
conductivity and on the energy loss function in doped graphene
are studied in Sec. VIII. Section IX contains concluding
remarks.

II. HEAVILY DOPED GRAPHENE

In doped graphene with the Fermi energy Ef large
enough, low-energy electrodynamic properties are completely
described in terms of the intraband contributions. The term
low-energy is related here to the energy region hw < 0.8| Eg|,
where the dynamical interband screening of the intraband
plasmon modes is found to be negligible [12,23]. In this case,
we restrict our attention to the intraband contribution to the
conductivity tensor (1) and drop reference to the band index in
all elements in this tensor as well as in the total Hamiltonian.
The bare electronic Hamiltonian is thus given by

He' = "Teo(k) + ptlef, co )
ko

In the nearest-neighbor tight-binding approximation for con-
duction electrons, the bare electron dispersion in graphene,
measured with respect to the chemical potential w, is go(k) =
€Y (k) = —|t(k)| — u, in the hole-doped case, and go(k) =
82*(1() = |t(K)| — u, in the electron-doped case [9,24] [|z(k)|
is given by Eq. (A7)]. The scattering Hamiltonian is the sum
of two contributions, H' = H| + H,, where

G,k .k
=>3 LS )(bvq+b1,q>c.t+qacka 3)

vq ko
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and
¢(q)
Z Z Clet o Clor K-+ Chi @
kk/q oo’
describe, respectively, all retarded and all nonretarded

electron-electron interactions [12], with k, =k + q.
In the finite-temperature formalism, it iS customary to use
the notation

/
Wk K K, k,v,,,>_—¢(V“) +Fk KK, kv, (5)

for the renormalized two-point interaction and U (k. K/,
k;,k,iwn+,iwm,iwm+,ia)n) for the completely irreducible
four-point interaction [14,25-27]. The retarded part of
Wk, K K K,iv,) is labeled by F(k,; k'K K,iv,). Here
and hereafter, iw,, = iw, +iv,, ¢ =k’ —Kk, and iv, =
iwy, — iw,. Similarly, we separate from the completely
irreducible four-point interaction U(k KK K,iw, i@,
iwpyy,iw,) two contributions. The first one describes the
bare nonretarded contribution ¢(q’)/V and the second one,
AU (ky K K, K, i@, iwy ,iwy,io,), all other contributions.
We also introduce the abbreviations for the renormalized
interactions with two independent wave vectors; for example,
WK ,iv,) = o(q)/V + F(K, K ,iv,) is the abbreviation for
Wk, K K K,iv,).

III. SINGLE-ELECTRON DYSON EQUATION

The Dyson equation for the single-electron Green’s func-
tion is of the form

[ihw, — eo(k) — AE(K,iw)]GK,iw,) = h. ©)

The same relation holds for the auxiliary Green’s function
g(k iw,) (to be defined later). Here,

REK,iw,) =— Zﬁ Zg(k/ i) UKK iwp,ion) (7)

k'o’ iy

is the single-electron self-energy and U (k,K',iw,,iw,,) is the
simplified version of the completely irreducible four-point
interaction U (kK" K/ K,iw, i@y ,iwy4,iw,). The skeleton
series of diagrams from Fig. 1 represents the simplest form
of X(k,iw,), which is expressed in terms of G(k,iw,) and
Wk, K K/ K,iv,), rather than in terms of their bare forms.
Such a structure of X(k,iw,) is an important assumption of

q
) T R
= D 4 S
k'=k+q’
S>> +

FIG. 1. The skeleton series for the single-electron self-energy
Y(k,iw,). UK, iw,,iw,) (white rectangle) and W(kkK',iv,) =
o(q)/V + F(k,K,iv,) (bold dashed line) are the completely ir-
reducible four-point interaction and the renormalized two-point
interaction.
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the present self-consistent treatment of the single-electron and
electron-hole propagators.

Itis not hard to verify that two Dyson equations for G(K,iw,)
and G(k, ,iw,) can be combined to give

g(k, ia);z)g(k+ s ia)il+)

v, + ok k) /A4 TIOK K iy, iw, )’
where Ho(k,k+,ia)n,iwn+) = Ho(k,q,ivn,iwn) = X(k,iw,) —
¥ (k4,iw,4) is the bare electron-hole self-energy and
eo(k,ky) = go(k) — go(ky). The relation (8) is the basic
relation that connects the Bethe-Salpeter equations with the
quantum transport equations (see Sec. [V) [18,28].

A. GW approximation

In weakly interacting systems with the interactions inde-
pendent of spin, we can make a simplification by replacing
U(k,K ,iw,,iw,) in Eq. (7) with the renormalized two-point in-
teraction W(k,K',iv,,) = ¢(q)/V + F(k,K,iv,,) and using a
similar approximation for U (kKK K, iw, i@, ,iwpn ,iw,)
in Bethe-Salpeter equations. This approximation (correspond-
ing to the first diagram in Fig. 1) can be understood as the
effective Hartree-Fock approximation for X(k,iw,) [29] in
which the bare retarded interaction FO(k,K’,iv,,) is replaced
by F(k.K',iv,,). It is usually called the GW approximation.

In the general case described by Eqgs. (3) and (4), the
retarded part of W(k,K’,iv,,) can be shown in the form

|G, (k,k)[?

|
Nh Dv(q/,ivm) + VA(p(q ,l\)m).

FkK . ivy) =Y

©))

Here, D,(q,iv,) is the phonon Green’s function and
AT ive) = (q)/e(d ,ivm) — (q) is the frequency-
dependent part of the screened nonretarded interaction.
The latter is equal to the screened dielectric susceptibility,
X(q',iv,y), multiplied by |p(q')|.

The interaction U (k,K,iw,,,iw,, ) produces two qualitatively
different effects in the single-electron self-energy (7),

hE(K,iw,) = AFTE(K) + hAZ (K, iw,). (10)

The interaction ¢(q’) gives the well-known purely real
Hartree-Fock correction to the electron dispersion, AgHF(k),
which is usually added to the bare electron dispersion
eo(k) to give &(k) = go(k) + AZTF(K). On the other hand,
AU K iw,,iw,) in AX(K,iw,) leads to various types of
damping effects and, through the Kramers-Kronig relations, to
additional corrections to the electron dispersion. For example,
the scattering of conduction electrons by phonon modes leads
to [14]

1 % de' [ do
AY(K,0) = — (kK2 - — AK ¢’
TG0 = 3 316 B B
S+ f()
how +in — &' + ha'

x By(kK' — ko) (1D

Here, f b(w) is the Bose-Einstein distribution function, f(e)
is the Fermi-Dirac distribution function [with f(—¢&) =1 —
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f(©)], A(k,e) is the single-electron spectral function intro-

duced by
*d Kk,
G(k.iw,) = / e _Aks) (12)
o0 27 iw, — &/h
and B, (q/,®’) is the boson spectral function defined by
o d / BU /’ /
Dy iv) = / do Blg.w) (13)
oo 2T iV, —

B. Second-order perturbation theory

The result of the direct diagrammatic calculation of the
(H|)* contributions to X (k,w) is [14,29]

hEP(k,w) = hE=P (k0 + in)

1 !
=+ 2 1Gu&K)P?

vk’

fH@wa) + fse®)
* 2L ok i) Forome

This result can also be obtained by substituting
A(k,e) ~ Ak, e) = 278(s — e(K)),

B,(q.0) ~ BYq.) =21 Y 580 —swog)  (15)
s==%1

into Eq. (11) and using the relation s[f’(sw,_x)+
FEe®N] = fo(ww—1) + flsek)).

For H' = H}, low-order perturbation theory for AX(k,w)
starts with the (H2’)2 contributions. The leading term is
described by the first diagram in Fig. 1 as well, with
[1G.(k,K)>/NR]D,(q',w) replaced by [lo(q)*/ VIX(q',w).
The result is

2
hekw) = 3 D ey paey

V2
k'q
oo, K)) + f(ky)
fiw + in — e(ky) + e(K, K’
with e(k,kK') = e(k) — e(K') = ho(k,K) and f(e(k)) = f(K).

(16)

C. Electron-phonon coupling in graphene

When considering the scattering of conduction electrons
by in-plane optical phonons in graphene, we can simplify the
expression (14) by w,q & wLog X @ops 82/ M, ~ g0/ Mio,
and n — hX'. Here, the phenomenological damping energy
hX! mimics the finite width of A(K’,&’) in Eq. (11) as well
as the effects of the electron-phonon vertex corrections not
included in Eq. (11). Although this approximation is similar
to the relaxation-time approximation, which is widely used in
the study of the dynamical conductivity of weakly interacting
systems, it is easily seen that the energy 2AX7 is actually well
above the energy 7/t (7 is the transport relaxation time).
The reasons for that are explained below.

In graphene, the dependence of the intraband coupling
between conduction electrons and in-plane optical phonons
in Eq. (14) on wave vectors can be neglected [16]. For Er not

205428-3



1. KUPCIC

too large, we can write (see Appendix A)

1
G, (K K) ~ = G, (K k)
G R~ 231G K|

ﬁgfo 2
N Sk k 17
4 M owrok—k ZV(OP) |61U ( )} {17
and then use the Dirac cone approximation for ¢,* (k' k) [12],
/ 2 ss 2 7 7
gy K K)|” ~ |g2' W] ~ Bka/k)’, (18)
to obtain
h(ggfo/ 2)

IG,(K K)* ~ |G,|* ~ (19)

2Miowr00

D. ARPES spectral functions

In order to determine the structure of the single-electron
spectral function

—2h% (k,w)
[hw — Ek,0)]2 + [hZi(K,w)]?

at energies |¢| = |hw| & hwLog, it is convenient to show the
single-electron self-energy L (k,w) = T’ (K,0) + iX!(k,w) as
a sum of two contributions, X(k,w) = Zq(K,w) + 6 X(K,w)
[as usual, E(k,w) = go(K) + AX"(K,w), with u =~ Ef here-
after]. In numerical calculations, the scattering from in-plane
optical phonons is described by Eq. (14), in which the sum
Zv(op) runs over two in-plane optical phonon branches, result-

A(k,S) =

(20)

ing in Zop(k,@). The damping energy h$ ' (k,w), associated
with other scattering channels, is assumed to be of the form
a + |hw|b, where a and b are two adjustable parameters.
|Gopl* = > viop) |G,|> from Eq. (19) is another adjustable
parameter in the spectral function (20). § £" (k,w) is neglected
in the present considerations.

Figure 2 shows the real and imaginary parts of —h X, (k,w)

obtained in this way for k = (k,,0) and k, = 1.95 A_l. It must

200 T T 200
£ 150F /o J150
[5) / ] —
g ; >
S~ I // ] ()
§100 P 100 £
A 2
N £
?; 1
~
A I TN BN S B A
SO 0 05 T 15700

energy - E_ (eV)

FIG. 2. (Color online) The real part (solid line) and the imaginary
part (dashed line) of —hX.,(K,w) in the 7* band, for k = (k,,0),
k., = 1.95 Afl,t =2.52eV, Er = 1.35eV,|G,|* = 0.2 eV?, hwep =
0.2eV,n = hZ! =20meV,and T = 30 K. For these values of param-
eters, we obtain —Re{AX,(k,0)} = 81.5 meV, which corresponds to
the change of the chemical potential, 5.
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FIG. 3. (Color online) The spectral function (1/27).A(k,e) in the
7* band fork = (k,,0), k., = 1.8,1.85,1.9,and 1.95 Aq . Dotted line:

the damping function —AX(K,w). The parameters are the same as in
Fig. 2, with id X' (k,w) = a + |hw|b, and a = 0.03 eV, b = 0.05.

be noticed that for |G,(K .k)[> ~ |G,|* and hw,q ~ Awep,
the function —X (k,w) follows the density of states shifted
roughly by —Awep (+hwep) for € < 0 (¢ > 0). One important
consequence of this observation is that particle-hole symmetry
of X (k,w) is broken in graphene [i.e., th)p(k,a)) is not an
even function of w]. This makes the Kramers-Kronig analysis
of ARPES data measured in graphene more complicated than
in usual weakly interacting systems. On the other hand, the
memory-function M, (K,») from Sec. VIII has particle-hole
symmetry by definition.

Experimental data measured in electron-doped graphene
with Er & 1.35 eV [5] are characterized by a steplike increase
of X(k,w) from the value ~40 meV below the threshold
energy |¢| = hwioq to the value ~80 meV above this energy.
To obtain the desired behavior of —%i(k,w) (~const) for
—Ep < & < —hwLog, it is necessary to take into account
frequency dependent contributions to 78 %/(k,w), which are
associated with the scattering from other electrons. Similarly,
in the energy region —hwroy < € < 0, the damping energy
—hA%/(k,w) is predominantly related to the scattering from
static disorder and from acoustic phonons [4]. The latter
contribution is of relevance when considering the temperature
effects in A(K,¢).

Figure 3 illustrates the dependence of the spectral function
(1/2m)A(k,e) on the wave vector in the vicinity of the K
point, in the same case. The full width at half maximum is in
agreement with experimental data from Ref. [5], confirming
that |Gep|* ~ 0.2 eV? and h8X(w) ~ a + |hw|b, with a =
0.03 eV and b = 0.05, in the leading approximation. This
value of | Gop|* is also in agreement with the generally accepted
value of the electron-phonon coupling constant gr o [16].

E. Momentum distribution function

The momentum distribution function is an important
ingredient of all response functions treated by means of
the memory-function approximation. It is defined by n(k) =

205428-4
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(1/Bh) 3., G(K,iw,), leading to

© g
n(k) = / i/l(k,s) £ (o). Q1)

o0

For example, it helps us to incorporate the damping energy
¥'(k,w) from the single-electron spectral function A(k,¢) into
the conductivity formulas (32) and (33).

IV. BETHE-SALPETER EQUATIONS

At finite temperatures, low-energy electrodynamic proper-
ties of heavily doped graphene can be described by the first
Kubo formula for the intraband conductivity tensor (q = g4 éy)

i
00a(q,T) = —700(qQ,T) = Taa(q,7)

= %(Tr[Ja(qu)Pa(_q’O)Dirrew (22)
The two density operators in question are the intraband
current density operator J,(q) and the intraband dipole
density operator —ﬁa(—q). Here, J,(k,k;) and J3(k; k) =
—Py(ky k) = ihdy (ki K)/eo(ky k) = ie/q, are the corre-
sponding bare vertex functions [12,18]. An alternative to
the use of Eq. (22) is the second Kubo formula (35) in
which 0,4(q,7) is expressed in terms of the current-current
correlation function 7,,(q,7). In both cases, we can write
Oue(q,T) & aga(q,r), in the leading approximation. The bare
conductivity tensor o, (q,iv,) comprises by definition only
the contributions that are irreducible with respect to both the
long-range and short-range RPA interactions.
Any consistent study of the dynamical conductivity in
doped graphene requires thus the understanding of the

J
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k+q k+q k+q kt+q
q q q > >
= C + > B
JV JV JV N ~N
k k kK k

FIG. 4. The Bethe-Salpeter equation for the auxiliary electron-
hole propagator ®%(k,K,iw,,iw,.). The white rectangle repre-
sents the irreducible four-point interaction Uo(k+,k/,kﬁr,k,ia),,+,
1y, 1y 1, 1Wy,).

elements of the RPA irreducible 4 x 4 response tensor
7,(q,1v,) [30] and their bare forms,

, 1 1 .
T @ivn) = 2 D Julkks) D Ok Ky iy, i),
ko

(23)

where w,v = 0,x,y, and Jy(k,ky) = e is the charge vertex
function. The self-consistent Bethe-Salpeter equation for
the auxiliary electron-hole propagator ®)(k K, ,iw,,iw, ) is
illustrated in Fig. 4. It has a simple self-consistent structure,
but, by using Eq. (8), can be transformed into a much
more transparent expression known as the quantum transport
equation [18,28]. In order to make the analysis of this equation
easier, we take into account the aforementioned nonretarded
Hartree-Fock contributions and the corresponding vertex cor-
rections by replacing the dispersion go(k) by e(k) = go(k) +
A&HF (k) and by replacing the irreducible four-point interaction
in which the long-range and short-range RPA contribu-
tions are disregarded, Uk K K, K,iwn i ,iwp,ion,io),
by AUk K K K, iw, iy, i, iw,) [notice that e(k) —
e(ky) # &(k) — €(ky)]. The result is

1
[ifv, + e K )IPVKK iy, i, 1) = ﬁ[g(k»iwn) — Gk, i )oKy K) — AP [AAT (K i) — RAT (K, iw, )]

1 1
X DYk K ioniong) = 37 1GK i) = GK i )] Y =Y PUK K, iy i)

k'o’ iy

x AU (ks K KK, i1 i@ i i), 24)

with the perturbation parameter A? set to unity. The renormal-
ized electron-hole pair energy in the abbreviated notation is
e(k,k;) = e(k) — e(ky). The relaxation processes are clearly
distinguished here from the purely real Hartree-Fock cor-
rections to go(k) — go(ky), AeF(k) — AefF(k,). The latter
ones are unimportant when considering the Drude regime,
corresponding to @® > g2v2(k), and, consequently, can be
neglected hereafter. The discussion of the Thomas-Fermi
regime @’ < ¢2v2(Kk) is also interesting, but it is beyond the
scope of the present analysis.

A. Formal solution

Since the last term on the right-hand side of Eq. (24) is an
integral over all values of k" and iw,,, with the electron-hole
propagator being a function of both k' and iw,,, this equation

(

is an integral equation of a complicated kind. The solution of
this integral equation can be obtained by iteration and shown
in powers of A2. Evidently, this method represents the high-
energy expansion of the auxiliary electron-hole propagator
@8 kK4, iw,,iw,4) [31]. Itis characterized by explicit control
of the law of conservation of energy and momentum and by
precise characterization of the elementary excitations in the
electron-phonon system under consideration, in both Kubo
formulas for the conductivity tensor.

There are three different ways to find the solution to this
equation, which are associated with three conductivity for-
mulas: the generalized Drude formula, the memory-function
conductivity formula, and the electron-hole self-energy con-
ductivity formula. Strictly speaking, they represent three
different levels of the generalization of the ordinary Drude
formula (51). For example, the electron-hole self-energy
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conductivity formula is the generalization of the ordinary
Drude formula to the case in which the relaxation function
in question depends on both wave vectors and on both energy
variables and where the single-electron spectral function has
the finite width.

In these three approaches, the dynamical conductivity
Oae(q,w) is given in terms of nl(fv”)(q,w), introduced by

”;Lv(q’ w) =

o0
> o ri(q.). (25)

The latter correlation functions are obtained by analytical
continuation of

T @.ivy) ~ 70 (q.ivy)
1 1 o
=y 2wk g ) [0k kyiwn i)
ko iw,
+ )"qu)f)(kskJrviwnsiwn#») + - ]7 (26)

where

OOK K., iwy,,iw, _— K, iw,
DK,k iy, iw,4) = zhvn+8(kk+)ﬁ[g( i)

=Gk iw, )] (ky k), (27)
and
AP (K K, iw,,iwy )
1
x [RAZ(K,iw,) — RAS (K4, iwn)]

) (1.7 K i .
J(k+,k)2 Zq) (k +»lwm,lwm+)

=—-0O(k K, ,iw, ,iwn+){

X AUO(k-‘rak/,k;,k,iwn-#—yiwl717iwm+viwn)} . (28)

The first term in Eq. (26) depends on the renormalized two-
point interactions (5) only through two momentum distribution
functions, while the second term includes the interactions from
the scattering Hamiltonian H' = H| + H; through two self-
energy contributions and the corresponding vertex corrections
as well. In both of them, ihv, + e(k,k,) can be approximated
by ihv,,.

In the electron-hole self-energy approximation, we com-
pare Eq. (26) with the A? and A? contributions to the formula

nuv(q»ivn)

1 1
= Z JM(k,k+)JU(k+,k)IB—h
ko
Z g(k,l(,()n) - g(k+7lwn+)
iw ihvn + 8(k9k+) + )"ZhAH,uv(kkarsia)miwnJr)

(29)

to determine the structure of the complex relaxation function
ATl (K Ky iwy,iw, 1) = ATl (K,q,iv,,iw,), here called the
electron-hole self-energy.

This expression for the elements of the RPA irreducible 4 x
4 response tensor is the first important result of the present pa-
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per. 7,,(q,iv,) is shown here, for the first time, in terms of the
exact single-electron Green'’s function G(k,iw,) and, in princi-
ple, the exact electron-hole self-energy IT,,, (kK ,iw,,iw, ).
The latter is defined implicitly by Eq. (28) and represents the
general expression for the relaxation function attributed to the
response function 7, (q,iv,).

This expression for m,,(q,iv,) has a wide range of
applicability. For example, it can be used to determine the
gauge-invariant structure of the intraband conductivity tensor
in different strongly interacting systems (the cuprate super-
conductors being an example), or to reconsider open questions
regarding electrodynamic properties of graphene. In most of
these cases, it is possible to simplify this quite general expres-
sion by replacing the relaxation function IT,,, (k,k,iw,,iw,)
by the quantity usually called the memory function. In the
transport regime of common metallic systems, the quantum
transport equation (24) reduces to the ordinary transport
equation and the latter relaxation function reduces to the
wave-vector dependent relaxation rate [32,33].

In order to illustrate the standard methods of calculating
7,(q,1v,) in simple metallic systems in a way which preserves
gauge invariance of the response functions (29), we shall
consider first the case of weak electron-phonon coupling
(Sec. V) and then apply the results to heavily doped graphene
(Sec. VIII). Before doing this, let us emphasize some general
properties of the response functions (29).

B. Direct versus indirect contributions

The factor G(Kk,iw,) — G(K4,iw, ) in Eq. (29) can be shown
in the following way [34]:

Gk iw,) — Gk, iw,1) = [G(K,iw,4) — G(Ky,iwp )]

+ G (K iw,) — G(K,iwy4)]. (30)

The contributions to 7, (q,iv,) originating, respectively, from
the first and the second term in this expression will be
referred to as the direct and indirect contributions. There is
a well-defined exclusion rule here which has been overlooked
in the literature. The direct contributions are relevant only to
the correlation functions (29) in which at least one vertex is
the monopole-charge vertex. Their contribution to the current-
current correlation function 7,,(q,iv,) is thus negligible, due
to the factor g2. In 7,,(q,iv,), the leading role is played by
the indirect contributions.

C. Conductivity tensor

Let us now focus our attention to the direct contributions to
the current-dipole correlation function m,5(q,w). The corre-
sponding conductivity tensor o,,(q,w) is given by analytical
continuation of

Uaa (q7 ivﬂ)

1 1
=—Y J(kk)P,(kk,)—
V; (kK1) Py ”m

% Z g(k,iw;z+) - g(k+,ia)n+)
ihv, + e(k,ky) + )»zhAH(k,kJr,iwn,ia)H)'

€19}
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As shown below, we can use the spectral representation of the
single-particle propagators to show Eq. (31) in two slightly
different forms. The first one will be referred to as the
Boltzmann representation of o,,(q,®) and the second one
as the Drude representation. They describe the low-energy
physics of weakly interacting systems equally well. Notice
also that the conductivity tensor (31) has the same form as
the result of the averaging procedure used in Appendix B,
Egs. (B3) and (B4).

Similarly, summation over iw, in Egs. (27) and (28) gives
the result, which can be easily compared to the expansion of
the memory-function conductivity formula

1 3 nk) —nky)  ilJu(kky)?

Oua(Q.0) = so(ky) — so(k) 0 + A2M(k,q,0)

ko
e an(k) mv2(K)
Tmv i\ deo(k) ) 0+ 22M(k.q.0)

(32)

to second order in A. Finally, summations over k and iw,
give the first two terms in the generalized Drude conductivity
formula

i€*nyq

mlw + A2M,(w)]

In Egs. (32) and (33), ve(K) = (1/e)J,(k,Kk) is the electron
group velocity and

Oga(®) = (33)

1 k) — n(k
Mo @ = 3 2 55 ok ndo - niks)

Vi solky) — eo(K)
1 2o In(K)
~ 5 kngnwa(k)< ag(}ﬂ()) (34)

is the effective number of charge carriers, with n,y = ny4(q =
0). Finally, n(k) is the momentum-distribution function from
Eq. 21).

D. Current-current correlation function

The comparison of the analytically continued forms of
Egs. (26)—(28) for u = « and v = & with the second Kubo
formula [12]

)
Oual@,0) = (L@ + mm(q,w)) (35)
w m
shows that the first term in the expansion (26) is nothing
but the exact expression for the diamagnetic conductivity.
Therefore the second contribution in Eq. (26) in this case can
be understood as the first term in the expansion of the current-
current correlation function m,,(q,iv,) in powers of A2,
Therefore the current-current correlation function 7,4 (q,iv,)
from Eq. (29) can also be shown as

1
oo ».n = Jak,k 2
T (4, iV, V? (k.k)|

1 G(K,iw,1) — G(Ky ,iw, 1)
“ B olk, k)

iw,
_)“ZAH(kquivn 9iwn)

. (36
o T ek Ky + 2 ATIK q iy i) o0
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The expressions (29) and (36) show thus the current-current
correlation function m,,(q,iv,) in terms of the indirect and
direct contributions, respectively. These expressions can be
combined with any of three conductivity formulas mentioned
above.

The expression (36) for the current-current correlation
function is the second important result of the present paper. It
shows that it is possible to determine the structure of 7, (q,iv;,)
by using the same methods as that used to calculate o (q,iv,).
As pointed out in Sec. VII, this can be very useful in those ab
initio calculations in which the damping energy A%/ (k,w) in
the momentum distribution function n(k) is approximated by
n [where n(k) =~ f(K)].

V. WEAK ELECTRON-PHONON INTERACTIONS

It is instructive first to determine the Boltzmann spectral
representation of the conductivity tensor from the previous
section for H' = H/, the case which is of primary interest in
graphene for frequencies w ~ w oq. We combine the iterative
solution of the quantum transport equation (24) with the
electron-hole self-energy conductivity formula (31), and then
show the k- and w-dependent memory function M (Kk,q,w) ~
M, (K,w) and the w-dependent memory function M, (w) from
Egs. (32) and (33) in terms of the electron-hole self-energy
ATI(k,q,w,e) = All,(k,w,¢). For simplicity, we consider
the case of longitudinal external fields, where o,,(q,®) is
described in terms of the direct contributions.

A. Boltzmann representation of ¢,,(q,®)

After inserting the spectral representation of the prop-
agators G(Kk,iw,) and D,(q’,iv,), Egs. (12) and (13), into
Egs. (26)—(28), we obtain the Boltzmann representation of
the electron-hole self-energy conductivity formula:

Oua(q,w)
1 ) [ de [AKke) — Aky,0)]f()
Y % a(k k)l /_Oo 27 e(ks.K)
ih _ 52 hAATI (K, w,€)
x hw+s(k,k+)+in< ho + e(K.Ky) )
_ et Lo /‘” de [A(k.e) — Alk..£)1f (e)
T om Vv oo 2T e(ky,k)
mvé(k)

(37

o + e(Ky) + 22AATT, (K,w.6)

with hw > e(k,ky). In the leading approximation, the
electron-hole self-energy is given by All,(k,w,e) =~
ATIAB (K, w,¢), where

RATIAP (K, w,€)
1
=—% Z <1 -
vk’
o0 d / o0 d /
x / g f 2 AW, B (K — ko)
oo 2T J_o 2T

P(@) + f(se)
x Sgl ho +in+s(e — &)+ ho'” (38)

Ve (K)
vy (K)

)IGu(k,k/)l2
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1. KUPCIC

FIG. 5. The diagrammatic illustration of the A contribution to
0w (q,w) from Eqgs. (37), (26), and (28).

Figure 5 illustrates the A2 contribution to o4 (q,w) in this case.
The indices A and B stand, respectively, for the A and B RPA-

J
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like series of diagrams for F(k,k’,iv,,) in the single-electron
self-energy and in the vertex corrections term.

B. k- and w-dependent memory function

In  weakly interacting  systems, the  factor
f(de/Zn)[A(k,s) — Ak,,8)]f(e) in Eq. (37) can be
approximated by n(k) — n(ky), with ¢ replaced by e(k). In
this way, we obtain the memory function

M, (k,0) * MM (k,0) = AT (k,o,e(k),  (39)

and Eq. (37) reduces to the memory-function conductivity
formula (32).

It should be noticed that the result of the direct diagram-
matic calculation of the (H{)? contributions to the memory
function M, (k,w),

hw + in + se(k,K') + s'hw,x_k

/ b /
M ) = % Z(l _ z;((l;)))| GO Y Y S G+ J et “0)
vk’ o

s=%x1s'==%1

can be obtained by substituting the expressions (15) into Eq. (38). Figure 6 shows o2 (w) in this case. Notice again that
ST o) + fse(K))] = fP(ww—x) + f(s'se(k’)). Consequently, the memory function (40) for the states at the Fermi

surface can be shown in the form

Frow k) + f(s'e(K))

o (K') _
AMP (K, — v G (ke K)2
o ( F Cl)) Z N Z ( Vg (k | ( F )| S;] S(h(,() + ”7) + S(kp,k,) + s/hka,_kl:

s==1 vk’

= S (kp, 0 + in) + hE? (k,

where 2[2](k o +in) is given by Eq. (14) with |G, (k, k’)|2
replaced by 1G,(kK)? =[1 — Ve (K)/v,(K)]|G (k. K)|?. A
similar relation holds between the electron-hole self-energy
ATIAB (K, w,¢) from Eq. (38) and Z(k,w) from Eq. (11). For
a further analysis of the dynamical conductivity in Sec. VII,
it is useful also to introduce the auxiliary spectral function
A(k,¢) which is defined by Eq. (20) with X (k, ) replaced by
Yk, w).

C. w-dependent memory function

The frequency-dependent memory function M,(w) is a
complex relaxation function in the hydrodynamic transport
equations [12,13,35]. In order to avoid Mori’s projection
operator technique to determine its structure, Gotze and Wolfle
developed a slightly different method which is called here
the common memory-function method [36]. The resulting
memory function is closely related to the relaxation rate
h/t, calculated by using the variational method [37]. In this

2A, 24, 2B
5o+
-Po, Jo -Po, Jo -Po, Jo

FIG. 6. Three (H,)* contributions to o?(w), labeled by 24,
(electron self-energy term), 2A, (hole self-energy term), and 2B =
2B, + 2B, (vertex correction).

—w —in), 41

(

approach, the conductivity tensor is given by the generalized
Drude formula (33).

The memory-function conductivity formula (32) leads to
the same expression for oy,(w), provided that M, (Kk,w) is
replaced with its average over the Fermi surface,

11 s an(k)

Mo(@) = - — %:mva(k)<

" (k))M k,w). (42)

In weakly interacting systems with nearly isotropic Fermi
surfaces, we can also write

My (@) =~ My (Kg,w), (43)

in the leading approximation. M,(w) can be defined in a
slightly different way by using the Drude form of oy4(w),
Eq. (44). In this case, M, (w) represents the average of M, (K,w)
over all occupied states.

D. Drude representation of ¢,,(q,®)

When the self-energy ATI(k,q,w,¢) depends on the direc-
tion of q = ¢g,€,, but not on its magnitude [~ AIl,(Kk,w,é¢)],
then we can change the dummy variables in Eq. (37) in a way
explained in Appendix B. The resulting conductivity formula
represents the Drude representation of Eq. (37), and, together
with Eq. (38), is the third important result of the present
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paper:

e 1 *de  Ak,e)f(e)
@) % 1 3 | o

Here, yyuo(k) = (m /hz)azso(k)/ Bki is the dimensionless re-
ciprocal effective mass tensor.

The expression (44) is characterized by two different
damping energies. The first one, Ti(k,w) in Ak, ¢), describes
the width of the quasiparticle peak in the single-electron
spectral function, while the second one, l'Ifx(k,a),s), gives
the description of the relaxation processes in a way which
is consistent with the law of conservation of energy.

The factor [1 — v, (K')/ve(K)] in Egs. (38) and (40) is
of critical importance in understanding the electrical con-
ductivity. It makes the damping energy IT/,(k,w,¢) different
from %/ (k,w) — X' (K4, w.). It is responsible for the complete
cancellation of the contributions to IT,(k,w,¢) originating
from the q' & 0 scattering processes. It is found to be useful
for studying temperature dependencies of the electrical and the
thermal conductivity at low temperatures as well [38]. Most
importantly, it describes the way in which the singular ¢’ ~
long-range Coulomb interactions drop out of the transport
equations [39]. Similarly, the factor 1/[hw + in + s(e — &’) +
hw'] takes care of the law of conservation of energy. Evidently,
in the memory-function conductivity formula, as well as in the
relaxation-time approximation, this law is satisfied only on
average [because ¢ in Eq. (38) is replaced by e(K) in this case].

It is straightforward to generalize the discussion of the ex-
pressions (38) and (44) to cover strongly interacting electronic
systems as well, but only if the quasiparticle pole in A(K,e) is
clearly distinguished from the rest of this spectral function. In
this case, n(k) is associated with the coherent part of A(k,¢)
and can be approximated by n°"(k)/a(k), with n°"(k) ~
f(k), where (k) is the corresponding reduction factor usually
related to strong Mott correlations. Such formalism proves
useful in studies of the normal state w =~ 0 properties of
underdoped cuprates [11].

VI. RESIDUAL CONTRIBUTIONS

It is apparent that the expression (38) for the electron-hole
self-energy is incomplete, even in the weakly interacting H' =
H{ case. The simplest way to see this is to consider weak
nonretarded interactions (H’ = H;) and compare the result
with the textbook expression for the (H})* contributions to
h/ty [37-39].

For H' = H}, low-order perturbation theory for the mem-
ory function M,(K,w) starts with the (HZ’)2 contributions,
because the (H})' diagrams from Fig. 6 are already included
in AeMF(k), and then, together with gy(k), neglected in
the w? > g2v2(k) limit. The set of four mutually related
irreducible (H,)* contributions to 02 () is shown in Fig. 7.
The first two contributions are the 2A; and 2B; diagrams
from Fig. 5 in which [|G,(k,k)|>/NR]D,(q ,w) is replaced
by [le(q)|?/ V1%(q,®). The 4C; and 4D, diagrams represent
a similar pair of contributions, which is missing in Fig. 5,
and which is characterized by the factor [va(kjr)/ ve(K) —
ve(K') /vy (K)]. When put together, these four diagrams result

PHYSICAL REVIEW B 91, 205428 (2015)

+
-P(X o

J
4C,

4B,

+
-Py, J
1

4D
-P,,

FIG. 7. The first set of four mutually related contributions to
02 (w) that are proportional to (H;)* [or (H})*].

in the factor [vy (k) + v (K, ) — vy (K') — vy (ky)] in

lp(@)* 1 /
V2 m[va(k) + va(k+)

AMH(k,0) = — Z

Kq'o’
— Va(K) — va (k)] (e(k) — f(e(K]))]

y Z [P, K)) + f(e(ky))
= how + in + se(k k') + se(k/ ki)

(45)

[similarly for ATI(k,w,e)]. This factor is responsible not
only for the complete cancellation of the ¢’ ~ 0 forward
scattering processes, but also for a strong reduction of
the intensity of the normal backward scattering processes.
Therefore, in the absence of the scattering processes described
by Hj, the resistivity of weakly interacting electronic systems
comes predominantly from the umklapp backward scattering
processes by other electrons. This is of particular importance in
the two-dimensional systems because the number of thermally
activated intraband plasmons is proportional to f b (wpi(q")) ~
kgT /hwyi(q'), leading to significant temperature effects in
%! (k,w) and to less pronounced effects in T, (k,w,¢).

A straightforward calculation gives similar expressions
for M(L‘”(k,a)) and Al'l([;”(k,w,s) associated with the (Hl’)4
diagrams in Fig. 7. The 4 A and 4 B contributions are already
included in Eq. (38), while the 4C; and 4D; contributions
represent the leading corrections. To calculate the latter
contributions, we must recognize the contributions in the
quantum transport equation (24) which are directly related
to the 4C and 4D, diagrams, and recollect all diagrams in the
C and D series in a way illustrated in Fig. 8. The final result

FIG. 8. The diagrammatic illustration of the AP (k,w,e)
contributions to 2 (w).
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FIG. 9. The first three (H,)* contributions to ¥ (k,w).

for the electron-hole self-energy is the expression
ATl (k,w,8) ~ ATIAB(k,w,e) + ATICP(K,w,6).  (46)

Equations (46) and (38), together with the expression for
ATICD)(k,w,¢), represent the result of high-order perturbation
theory for the electron-hole self-energy in weakly interacting
systems with H' = H].

There are two similar sets of irreducible (H| )4 diagrams
in 02 (w). The first one is associated with the third diagram
in Fig. 9. This set is usually called the crossing diagrams.
These diagrams play an important role in standard theory of
the Anderson weak localization, but they are disregarded in the
present discussion of the relaxation processes. The second set
includes the second diagram in Fig. 9 and the corresponding
vertex corrections. These contributions are incorporated in the
present self-consistent Hartree-Fock scheme in the usual way,
through the renormalized single-electron Green’s function and
the reducible four-point interaction.

VII. COMPARISON WITH OTHER WORK

The variational treatment of the transport coefficients [37]
and the common memory-function method [36] are just two
widely used methods that are closely related to the electron-
hole self-energy conductivity formula (44). There is a rich
variety of similar conductivity formulas which are usually
used in the ab initio calculations. They can be divided into
two groups. The first group, corresponding to the case in
which /(k,w) — 1 and IT}, (k,w,e) — ' [23], was briefly
discussed in Ref. [12]. Let us now examine in some detail
the second group, which is characterized by I, (k,iv,,iw,) —
Y(Kk,iw,) — 2(K4,iw,4), corresponding to the second Kubo
formula for o,,(q,®) with the vertex effects neglected. The
latter approach is most frequently encountered in the study of
strongly interacting low-dimensional electronic systems [15].
It has been used in early studies of o,,(w) in graphene as
well [16,17].

A. Naive treatment of vertex effects

The difficulty of getting solution to the self-consistent
equation for the renormalized intraband current vertex function
usually leads to neglecting the vertex corrections in the second
Kubo formula for 0,4, (q,®). In such approaches, the emphasis
is usually on the detailed numerical calculations of the spectral
function A(k,¢), rather than on the general requirements,
related, for example, to the charge continuity equation or the
Ward identity. The principal problem here is that the resulting
conductivity formulas overestimate the role of the scattering
from acoustic phonons [38] and, in the two-dimensional
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systems, of the scattering from intraband plasmon modes. The
resulting conductivity formulas have serious deficiencies, in
the first place, in describing the temperature effects in the
low-frequency conductivity.

Nevertheless, we can use a similar idea to simplify the
conductivity formulas (37) and (44) by replacing A(k,¢) with
A(k ¢). In this way, we obtain much simpler expressions for
0ue(q,®) with again only one damping function, ik, w).
However, the conductivity formulas obtained in this way treat
local charge conservation in the system satisfactorily, and they
are expected to give reasonable results in the usual Fermi liquid
regime (low temperatures and hw — 0).

An alternative to the use of Eq. (44), with A(Kk,¢) replaced
by A(k ¢), is_the approach based on Egs. (31) and (8) with
G(k,iw,) — G(K,iwy)and ATl (K,w,&) — Al'[o(k w,€). The

result is
zhe o (k)/ de /"O d_e/
21 J_o 21

o A(k,s)A(k+,8’) fe)— f(&)
e(ky,k) how+in+e—¢

Owa(q,@) =

. 47

The real part of this function can be approximated by
Re{oyy (@) = fie? - 3 2K [ T Aol o) Ak + ho)
ao = — A_ A i ) @
Ve “ oo 2m 2
L f(©) = fle + Tw)
hw '

The well-known result for the real part of the dynamical
conductivity, obtained by using the second Kubo formula
for o4y (w) with the vertex corrections neglected [14], cor-
responds to Eq. (48), with A(k,e).A(k,s + hw) replaced by
A(k,e)A(K,& + hw). This means that the conclusions of the
ab initio studies of the dynamical conductivity in strongly
interacting systems based on the second Kubo formula can
be made more convincing if the complete cancellation of
the q ~ 0 forward scattering processes and a significant
reduction of the normal backward scattering processes dis-
cussed above are taken into account by the redefinition of
the coupling functions |G, (k,k’)|> and |¢(q)|? in the single-
electron self-energy 2 (K,iw,) in a way suggested by Eqgs. (40)
and (45).

(48)

B. Relation to Fermi liquids

The most important difference between the present ap-
proach and the common form of the second Kubo formula
is their relation to the Landau-Silin transport equations and
to the resulting expression for the conductivity tensor [40].
The simplest way to see this difference is to recall the
corresponding expressions for the current-current correlation
function. In the first case, 74, (q,w) is described in terms of the
direct contributions, Eq. (36), and, as a result, we obtain the
memory-function conductivity formula simply by replacing
ATl (k,w,e) by M,(k,w). The standard Fermi liquid result
corresponds to the replacements M, (K,w) — My(®) — i/7y
[39]. Therefore here we have the one-to-one correspondence
of the conductivity formulas (37) and (44) with the standard
transport theory. On the other hand, in the second case,
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o (q,®) is shown in terms of the indirect processes in Eq. (29)
and the idea to simplify the corresponding expression for
Oae(q,w) by ATl (K,w,e8) — M, (K,w) does not work here. In
simple electronic systems, the second approach gives indeed
the same result as the standard transport theory, but there is no
direct correspondence between the two procedures [14].

C. Elementary excitations

One important consequence of this one-to-one correspon-
dence is that the structure of the A% term in Eq. (44)
can help us to identify all elementary excitations which
participate in the damping effects in the conductivity tensor
(and in other response functions). In the Landau damping
regime, the damping is associated with the creation of one
electron-hole pair such that hw =~ e(ki,k). The processes
included in Eq. (38) correspond to the creation of one electron-
hole pair plus one phonon, resulting in fiw ~ e(k’.K) & hw, .
The processes shown in Fig. 7 illustrate the creation of two
electron-hole pairs with hw ~ e(k’,k) + e(k; k/,). Finally,
higher order corrections to ATl (k,w,e) are expected to
produce more complicated real excitations in the system. The
intraband plasmon modes are just an example.

VIII. DAMPING OF DIRAC PLASMONS

Atthe level of approximation used in Sec. III D, the memory
function M.’ (kgp,w) from Eq. (41) is largely unaffected
by vertex corrections. The expressions (37) and (44) for
the conductivity tensor can be simplified now by replacing
M, (k,w,e) by My(w) and X'(k,w) by n, where M,(w) ~
Mg’ (kg,w) + 8 My (@),

MP(kp,0) = Z®(kp,—w — in) — SP(kp,w + i), (49)

and (SM(fl(a)) = a+ |hw|b, resulting in the generalized Drude
formula

O,intra(w) ~ Udc [C{) + M;(a)) - lMtlx(w)]lM(lx(O)
o o+ MU @)] + [Mi@)]

In this section, the index intra is explicitly written, for clarity.

The real and imaginary parts of My (Kg,w) are shown in
Fig. 10. Notice that the memory function possesses particle-
hole symmetry, i.e., M} (—w)=—M}(w) and M(’,'[(—a))} =
M!(w), in agreement with the analytical properties of the
response function oM (w). It is also interesting to notice that
the corresponding contribution to the band mass enhancement
factormb(w)/m = [1 + Ag(w)] atw = Ois A" (w = 0) ~ 0.38
[here Ay(w) = M (w)/w = Aol (@) + 81y (w)]. Consequently,
the effective number of charge carriers n¢ and the damping

aa

energy I'y in the ordinary Drude formula

(50)

2 eff
nC{(X

m(w +ily)’

which is areasonable approximation for a;‘;‘ra(a)) from Eq. (50)
for energies hw < hM'(0), are n = nin%a/[1 + 2,(0)] and
oy = M, (0)/[1 + 24(0)].

The function Re{o""(q,w)}/c% is illustrated in Fig. 11
for q ~ 0. Here, 04¢ = [*n"? /m M’ (0)] = (e*nT /mT,) is
the dc conductivity in the generalized Drude model. The figure

illustrates the transfer of the conductivity spectral weight over

. ie
t
O (@) ~

61V}
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FIG. 10. (Color online) The real part (solid lines) and the imagi-
nary part (dashed lines) of the memory function M ?(kg,w), Eq. (49),
for t =2.52 eV, Er = 0.45,1.35 eV, |5(,p|2 =0.2 eV?, hwy, = 0.2
eV,n = hX’ =20meV, and T = 30 K. Here, Re{MP(kg,0)} = 0.

the relevant energy scale hw; oq With increasing the electron-
phonon coupling constant [16,17]. The result is typical of
the weakly interacting electron-phonon systems. The main
frequency-dependent effects in 0,4 (q,w) for frequencies w ~
wroq are thus related to the four processes from Fig. 5 in
which one electron-hole pair is created in combination with
one in-plane optical phonon. A more realistic description of
the dynamical conductivity at w ~ wp oy follows after using
realistic phonon dispersions, the k-dependent electron-phonon
coupling functions, and the k-dependent memory function.
The main effect is the suppression of the maximum in Fig. 11
at w ~ w,p and a more precise description of the high-energy
conductivity.

We can use this form of the memory function M,(w) to
describe the dependence on frequency of the position and

0.06 —r——— ————— :
F 1 © _""I""I""I""_ E|
Fo T 1k — Ea.(50)] ]
0.05F i o0 I\ - Ea (6D
SF00aE |V E oS ]
N T L :
g L TR b
E 0.03} N e
o - \ 0 0.010.020.03 ]
< 0.02F \ energy (eV) ]
7 [ ]
0.01F ]
N S —
0 0.1 0.2 0.3 0.4

energy (eV)

FIG. 11. (Color online) Solid line: the real part of the intraband
conductivity (50) for Er = 0.45 eV. The parameters are the same as
in Fig. 10, with M’ (w) = & + |hw|b and @ = 0.01 eV, b = 0.015.
Dashed line: the result of the relaxation-time approximation, Eq. (51),
for Al'y = 14 meV.
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the shape of the intraband plasmon peak in the energy loss
function —Im{1/e(q,w)} as well. In the heavily doped case
with hw < Ef, the effects of the interband electron-hole
excitations are small [12,23] and their contribution to the
longitudinal dielectric function e(q,®) can be approximated
by a real constant £.,. In this case, we can write

2 2 .
6(Q,0) ~ g — L (e—ng‘ga(q) + n;fgfa(q,w)) (52)
w m

(here, q = g4€, again). The inverse of e(q,w) is given by

1 @/
== - , (53)
e(q,w) w?® — a)pl(q,w) + iwlp(q,w)
where
ZJTq intr:
wgl(q,w) A a)g—Im[aWt “(q.0)]
2 2 )
- (e—ng‘;m(q) + Re[n;';:m(q,w)])
o \m
2
= [o)(@] + Acd(q.).

2 - 2w -
olp(q,0) ~ a)~—qRe[o£r“(q,w)] :—~—qlm[n£“(q,w)].
Eo0 €0

54

Equations (53) and (54) show that, for frequencies w ~
wg](q), the function —Im[1/e(q,w)] can be understood as a
typical boson spectral function in which the frequency a)gl(q)
plays the role of the bare boson frequency and n;'gm(q,w) is
the corresponding self-energy. In the relaxation-time approx-
imation studied in Ref. [12], there is no dramatic change of
the shape of the intraband plasmon peak for w,(q) ~ wroq -
In the generalized Drude model (50), on the other hand, the
change in the shape of this peak reflects the steplike increase

20_- :

15}
W
=10
g

5 l

P A T e I
§05~01 015 02 025 03
energy (eV)

FIG. 12. (Color online) The energy loss function —Im{1/e(q,w)}
as a function of the wave vector q = (g,,0), for g.ap = 0.001, Eg =
0.4 eV, &, = 1, and for hw close to the energy of the in-plane optical
phonons. The conductivity is given by Eq. (50). The parameters are
the same as in Fig. 11. The wave vector g, increases with the step
Ag.ap = 0.00025 up to g,ap = 0.004. aq is the Bohr radius.
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of Im{M,"(w)} from Fig. 10 at hw ~ w,,. Figure 12 shows
the dependence of —Im{1/e(q,w)} on q, for Er = 0.4 eV.
The result is characterized by the increase in full width at
half maximum from the value 220 meV below the energy
hwe, = 0.2 eV to the value ~30 meV above this energy. This
is in reasonably good agreement with experiment [7]. We defer
a detailed discussion of the effects illustrated in Figs. 10—12
to Ref. [10].

IX. CONCLUSION

In this work, we have derived the longitudinal dynam-
ical conductivity tensor in a general weakly interacting
electron-phonon system. Starting with the general form of
the self-consistent Bethe-Salpeter equations for the auxiliary
electron-hole propagators, we have formulated perturbation
theory for calculating the longitudinal conductivity tensor in
powers of the completely irreducible four-point interaction. In
this way, we determine the Boltzmann and the Drude spectral
representations of the dynamical conductivity in weakly inter-
acting electron-phonon systems and find the structure of the
corresponding electron-hole self-energy. We have explained
the relation between the electron-hole self-energy and the w-
and k-dependent memory function, and rederived the general
Drude conductivity formula.

The results are applied to heavily doped graphene, which
is the prototype of weakly interacting single-band electron-
phonon systems. We have calculated the single-electron
spectral function for Er = 1.35 eV, the dynamical conductivity
for Er = 0.45 eV, and the energy loss function for Ep = 0.4
eV in a model in which the scattering by in-plane optical
phonons is treated in the leading approximation and all other
scattering channels are taken into account phenomenologi-
cally. The results are found to be in good agreement with
experiment. The explicit treatment of the interband scattering
processes in the intraband channel and a detailed description
of the interband conductivity will be given in a future
presentation [10].
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APPENDIX A: COUPLING TO IN-PLANE
OPTICAL PHONONS AND TO ELECTROMAGNETIC
FIELDS IN GRAPHENE

In simple electronic systems with covalent bonding the
conduction electrons couple to phonon modes through the
variation of the amplitude of bond energies [41]. Similarly,
the coupling to the external vector potential is described
by a gauge-invariant tight-binding minimal substitution, i.e.,
through the variation of the phase of the same bond ener-
gies [34].

In graphene, these two coupling Hamiltonians, together
with the bare electronic Hamiltonian Hgl, can be obtained by
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FIG. 13. The relevant vectors in the honeycomb lattice in
graphene. The t; = 7(R,r;) represent three hopping integrals between
neighboring 2p, orbitals. Two different carbon sites in the unit cell
are labeled by A and B.

replacing the bond energy #(R,r;) in Hgl by
fR,x;) = [1 + 8t(R,r;)]e! *RD (A1)

(R =R, + r;/2 s the position of the bond in question and the
r; are the relative positions of three first neighbors, as shown
in Fig. 13). We can write now

3
ﬁgl =— Z Z[f(R,l‘j)CLnjaCAna +H.c.]

no  j=I1
=— Z[fR+5Rb;(R + 8)as(R) + H.c.]

Rio
~ H§'+ H{ + H + H3*, (A2)

with [12,20,21,42]
_ MR | p s
8t(R’rJ) = T] : (uvnj - uun)’
J

OR.1j) = —r; - AM(R). (A3)

: he

The operator C,ana creates an electron at the site A at the

position R, and cgn jo creates an electron at the site B at the
position R,, + r;. The expression in the second row of Eq. (A2)
represents the standard notation for ﬁgl [9,16].

In the representation of the delocalized orbitals {/k} the four
terms in Eq. (A2) can be shown in the following forms:

H' =" " Hy ' (K)e)y Ciko

' ko
qu E E q\, (k+sk)cl k+qo’clk0'3

H{:Z

HP =—— Z AT@ Y Y o i )y Cier

' ko

e / /
H = o ) AZ - )AF' @)
2mc o’

x D) Vapkiok; 2)Cl/k+q /o Clko »

' ko

(A4)

A B _ A _ B :
with uyg = u,q = —u,q and u,q = uyy = u,,, for the optical

and acoustic phonons, respectively, and g, = 9¢/0r;. Asusual,
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the index [ = A, B labels two different 2p, orbitals on two
carbon sites in the unit cell.

In the common nearest-neighbor tight-binding approxima-
tion, with the overlap parameter s set equal to zero, the matrix
elements in Eqs. (A4) are given by the well-known expressions

3
HPAK) = 1(k) =—t Z e kT (A5)

Jj=1
and

1 3
- E e(‘; . rj e—l(k+q/2)-l'j
acc i=1

1 -
X —(u‘/}qe*’q'rf/2 —u

Uyq

BA(ky k) =
iqr;/2
quqr / )

e dt(k+q/2)
h dky

—ik+q/2)r; _

’;
t
TP = 53 e

j=1

’

3 2
t : -tk 2
Vo (K13 2) = lZz > rjarjpe” STV = m 97(k+a/2)

h2 Ok 0kg

j=1

(A6)

The change to the diagonal {sk} representation is straight-
forward. For example the bare electron dispersions in Eq. (2)
in the main text are &2 2(K) + = £[t(k)| with

1K) = :i:t\/

Similarly, the intraband electron-phonon coupling functions
and the intra- and interband current vertices are given,
respectively, by

<a V3kya
oS T

(A7)

G K K) =/ (hg2/2M,w,q)q}’ (K K),
, (A8)
g KK = > ql'K KUl .)U(s),
i
and
TV k) =Y T K K) U () UR L)), (A9)

14

with s,s" € {m,7*}. The transformation matrix elements
Ux(l,s) are given by [9,12]

Uk(A, %) UAm)) 1 (1 1
( Uk(B,rr))_ji(e—i@k _e_iek>- (A10)

Uk(B T *)
The auxiliary phase 8 is defined by tan 6 = 7;(k)/t.(Kk), with
t.(k) and #;(k) being the real and the imaginary parts of 7(k).

APPENDIX B: ELECTRON-HOLE SELF-ENERGY
APPROXIMATION

After simple algebraic manipulations with Eq. (24), which
include the interchange of variables k iw, = K’ iw,, in the last
term on the right-hand side of the equation, we obtain the
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integral equation for CDg(k,kJr,ia),, ,iw, 1) of the form
D Jalkky) Y OGO K, iy i)
ko iw,
_ Z Z g(k+,i0)n+) — G(Kk,iwy)
B hlilw, + e(k. k)]

ko iw,

Ja(kvk+)Pa(k+vk)

Tk )hAZ(k,iwn) — RAX (K, iwns)
o ihv, + e(k,ky)

.y G iwy) — GK._iwy)
+ Z Ja ) Z ihv, + ek’ k)

X AU(kl_‘_,k,kJ,_,k/,l.Cl)m_‘_,l‘Cl)n,ia)n.i,_,ia)m)}

x @2(k,k+,iwn,iwn+>}. (B1)

It is easily seen that the simplest form of CDg KKy, iw,,iw,4)
that satisfies this integral equation is the solution of the
ordinary self-consistent equation

[ihv, + e(k.k;) +RATI(K K, iw,,iw, )]
X DY (KK iy iy 1)
1 . .
~ 10k iony) = Gk i) Ptk k), (B2)
where

hAH(kvk+a iwn viwnJr)
~ hAS(K,iw,) — RAZ (K, iw,s)

Jo (K K)
+ [GK iw) — G, iwp )] ——
§ﬁ ; T Ja(k k)
X AU(k+akvk+sk 1ia)m+aia)nsia)n+9iwm) (B3)
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represents the retarded part of the intraband electron-hole self-
energy.

We now insert J,(kk;)~ ev,(k) and —P,(k; k)~
Po(—q) in the expression for m,z(q,iv,), Eq. (23), where
ve(K) = (1/h)3e°(k)/dk, is again the bare electron group
velocity and p,(—q) = ie/q, is the intraband dipole vertex
function, and set e(k,k;) in the denominator equal to zero.
The result is

- Z o Z eva(k)pa(_q)
V &= Bh & ihv, + hATI(K K, i, i)

x [G(K,iwy) — Gk, iwp1)].

O (‘L iv,) =

(B4)

Finally, after using the replacement k 4+ ¢ — k in the second
term, we obtain

Oaa(QiVn) ~ Z = 2 elvao) = ve(k — @)]
Gk, iw,)
with X P e Mk ki) )
ie? 3%2%Kk)  ie*h
e[va(K) — vy (k — @)lpa(—q) = T 7)/%(1()-
(B6)

Equations (B4) and (B5) are the electron-hole self-energy
expressions for the intraband conductivity tensor oy, (q,iv,).
The former one represents the Boltzmann representation of
Oae(q,iv,) and the latter one the Drude representation. In
the case in which the dependence of ATI(K.K.,iw,,iw,+)
on the internal frequency iw, can be simplified in the way
explained in Sec. V B, the analytically continued form of the
expression (B4) reduces to the memory-function conductivity
formula (32). The expressions (37) and (44) represent, re-
spectively, the spectral representations of the expressions (B4)
and (BS).
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