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Quantum oscillations in a lead chalcogenide three-dimensional Dirac system
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The de Haas–van Alphen (dHvA) and the Shubnikov–de Haas (SdH) oscillations were used to probe the
properties of the Fermi surface in single crystals of Pb0.83Sn0.17Se with reduced charge concentration. Pronounced
low-frequency oscillations of ∼8 T in the [001] direction were observed, confirming the single Fermi surface
cross section. Due to the low effective charge concentration, the ultraquantum limit is reached already at ∼10 T.
We observe π -Berry phase shift in the phase of both dHvA and SdH oscillations, which confirms the 3D Dirac
nature of the energy band dispersion. In the construction of the Landau level diagram we use a combined indexing
method for conductivity, magnetic susceptibility, and magnetization, which is based on the indexing used in the
topological insulators. Moreover, the reliability of the indexing method is increased because we use, beside
minima and maxima, zeros of the oscillations as well. Different microscopic parameters were calculated from
the quantum oscillations in the magnetization, conductivity, and resistivity.

DOI: 10.1103/PhysRevB.95.035208

I. INTRODUCTION

The lead-based chalcogenides are topological insulators
(TIs) in which the time-inversion-symmetry protection of the
Dirac point is replaced by the mirror crystal symmetry [1].
They are often referred to as the topological crystalline insu-
lators (TCIs). By tuning the Sn concentration in Pb1−xSnxTe
and Pb1−xSnxSe, an ordinary insulator can be transformed
to a TCI. Besides topologically protected surface states, the
lead-based chalcogenides have an interesting low-temperature
bulk energy dispersion, which is described by the massive
3D Dirac equation [2,3]. The bulk energy gap, i.e., the
mass term of the 3D Dirac equation, depends on the Sn
concentration. It is predicted that for x = 0.35 in Pb1−xSnxTe
and x = 0.17 in Pb1−xSnxSe the energy gap is closed and
consequently the system can be described by the massless 3D
Dirac equation [4,5]. The 3D Dirac materials have drawn a lot
of attention in the research community after the discovery
of Cd3As2 and Na3Bi, which are symmetry-protected 3D
Dirac semimetals [6–10]. These materials are located at the
phase transition between an ordinary insulator and a TI and,
because of their linear energy dispersion, represent a 3D
analog of graphene [11]. By breaking the time-inversion
symmetry or the center-of-inversion symmetry, a 3D Dirac
material can transform into a Weyl semimetal, a system
where the Dirac cone is split into two spin-nondegenerated
Weyl cones separated in reciprocal space [12,13]. The Weyl
semimetals harbor several interesting phenomena such as the
chiral anomaly, surface Fermi arc states, and the intrinsic
anomalous Hall effect [14–17].

Pb1−xSnxTe and Pb1−xSnxSe have recently attracted much
interest because of their topological surface states [5,18–22].
On the other hand, the 3D Dirac nature of its bulk energy
dispersion has not been studied to a great extent. In this paper,
we report on the thermodynamic de Haas–van Alphen (dHvA)
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and the charge-transport Shubnikov–de Haas (SdH) quantum
oscillations of a bulk 3D Dirac system Pb0.83Sn0.17Se (PSS).
This particular composition is selected in order to achieve the
state of transition between the ordinary insulator and the TCI,
where the existence of a zero band gap state is reported [5]. The
dHvA oscillations were investigated with a dc superconducting
quantum interference device (SQUID) magnetometer in a
magnetic field up to B = 5 T and temperatures up to T =
30 K. The magnetization of PSS shows oscillations with 1/B

periodicity and strong linear diamagnetism, the magnitude
of which significantly exceeds the bare core magnetization.
All the samples show single-frequency oscillations of the
magnetization M in the frequency range 7.4 T to 8.7 T,
along the [001] direction. Analysis of the oscillations reveals a
phase shift which corresponds to the π -Berry phase and hence
confirms the 3D Dirac nature of the energy dispersion. The
transport measurements were preformed on the set of samples
obtained by cleaving the samples used in the magnetization
measurements. The samples were subjected to electrical
transport measurements in magnetic fields up to B = 15 T.
The resistivity ρxx shows strong SdH oscillations which reach
the ultraquantum limit already at around 10 T, due to effective
low charge concentration.

The phase analysis of the SdH oscillations in the conductiv-
ity channel σxx gives consistent result for all samples with the
dHvA oscillations. However, the SdH resistivity oscillations
give a misleading phase shift and incorrect total effective
charge concentration for one of the samples which is due
to an additional transport channel coming from the sample’s
inhomogeneity. This indicates the importance of analyzing
also the conductivity and not just the resistivity in the case of
the phase analysis. We also present a method for consistent
indexing of the dHvA and the SdH oscillations and creating
the Landau level diagram for the phase determination. The
used indexing is common for topological insulators and the
quantum Hall effect [23,24]. Finally, we calculated a series of
parameters such as the Fermi velocity vF, effective mass mc,
and Dingle temperature TD.
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II. EXPERIMENTAL

Single crystals of Pb0.83Sn0.17Se were grown by a modified
Bridgman method. A proper amount of high-purity elements
was mixed in an evacuated double quartz tube (<10−5 mbar)
and melt at 1100 ◦C for several days with frequent mixing to
ensure homogeneity. The crystallization was carried out by a
slow cooling down to 900 ◦C with subsequent water quench-
ing. The cubic (Fm-3m) crystal structure of the resulting
material was confirmed by the powder x-ray diffraction. To
obtain samples with the best characteristics, pieces of material
were cut from a single-crystal ingot and isothermally annealed
in Se vapors at various temperatures to reduce the number
of Se vacancies and thus to reduce the number of charge
carriers. In this paper we present the samples annealed at
435 ◦C, which have the lowest effective charge concentration.
The initial effective charge concentration was determined
by measurements of the Hall effect at room temperature.
The samples were subjected to nuclear spectroscopy (proton
scattering), which revealed that the desired composition of
Pb0.83Sn0.17Se was achieved.

The magnetization M was measured using a SQUID
magnetometer (Quantum Design). The samples were fixed
inside a long plastic straw that acted as a sample holder
by inserting two pieces of additional straw. The absence of
the inner pieces, or their overlap, in the sample region, over
at most ±1 mm, would give a T -independent offset in the
magnetization data. For the samples’ masses of 30–70 mg
used here, ±1 mm corresponds to a systematic shift of
±3 × 10−6 emu. The samples were first mounted and cooled
in the SQUID magnetometer down to 5 K. Before starting a
magnetic sweep the magnet was reset to reduce the remanent
field effects. All intercepts at B = 0 T were <1.6 × 10−5 emu
for the measured crystals, and have been subtracted from the
data reported here. M was measured along the [001] direction.
Checks for possible ferromagnetic contamination were made
by performing M vs B scans at 300 K, 110 K, and 30 K. No
ferromagnetic contamination was found.

For the transport measurements, the electrical contacts
in the six-point geometry were made by spot welding of a
25 μm platinum wire, which resulted in contact resistance on
the order of 0.5 �. Resistivity and Hall measurements were
carried out in a liquid-helium cryostat, using a constant-bias
current (dc, 10 mA, i.e., typically 3 × 10−8 A/m2) and a
nanovoltmeter with a 10 G� input resistance up to 12 V of
the signal. The magnetotransport measurements were carried
out at stabilized temperature by performing a continuous scan
from +15 T to −15 T, and vice versa. Using the position of the
low-field minimum in the magnetoresistance an offset in the
magnet driving current and the actual field was estimated to
be <25 mT. During measurements, the transport current was
in the [001] direction and the magnetic field perpendicular to
it.

III. RESULTS AND DISCUSSION

Magnetization M of the two PSS samples with reduced
charge concentration was measured at different T with B along
the [001] direction. The two samples, A1 and B1, both had
nominal 17% Sn concentration. They have elongated prismatic
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FIG. 1. (a) M of samples A1 and B1 at 5 K showing a linear
dependence on B with the dHvA oscillations. In the case of the
sample A1, the oscillations are considerably stronger in amplitude
than for the sample B1. (b) Strong linear-like magnetoresistance
MR = [ρxx(B) − ρxx]/ρxx of samples A2 and B2 with pronounced
SdH oscillations. For B > 10 T both samples are in the ultraquantum
limit. The inset to Fig. 1(b) shows ρxx vs T for the samples A2 and
B2.

shape with {001} terminating surfaces. Figure 1 shows M(B)
dependence (a) at T = 5 K up to B = 5 T and magnetore-
sistance (MR) (b) at 1.7 K up to 15 T. It can be seen from
Fig. 1(a) that the magnetic response is diamagnetic, linear up to
5 T with notable dHvA oscillations. The diamagnetic response
of −1.10 × 10−4 emu/mol is stronger than the core diamag-
netism of the constituent elements (−7.46 × 10−5 emu/mol)
of the sample. This is a very unusual result for an ordinary
metal, but it is expected for materials such as Bi or narrow-gap
semiconductors. In these materials, due to a very small effec-
tive electron mass and strong g factor, the Landau diamagnetic
susceptibility becomes very large and strongly overcomes the
Pauli paramagnetic susceptibility [4]. The dHvA oscillations
are clearly visible starting from 1 T at 5 K, pointing to a low-
frequency oscillation and high mobility in the samples. Several
additional samples with slightly different annealing tempera-
tures were measured and a similar behavior was observed.

The MR = [ρxx(B) − ρxx]/ρxx measurements in the trans-
verse orientation given in Fig. 1(b) reveal strong, linear-like,
nonsaturating field dependence, reaching an increase of 2500%
at 15 T and 1.7 K. The measured samples A2 and B2 were
obtained by cleaving the magnetization samples A1 and B1,
respectively. In spite of very strong linear MR background, the
SdH oscillations are unusually pronounced and can be detected
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FIG. 2. Analysis of the oscillatory component of the magneti-
zation �M for samples A1 and B1. Panels (a) and (b) show the
temperature dependence of the dHvA oscillations. The oscillations
start at a field as low as 1 T. In panel (a) Eq. (1) with fixed
parameters [33] of F , mc, TD, and φp obtained by the indirect method
as described in the text is fitted to the experimental data recorded at
5 K for sample A1. The inset shows the FFT analysis which reveals the
single-frequency nature of the oscillations with FFFT = 8.5(4) T and
FFFT = 7.4(5) T for samples A1 and B1, respectively. Using the LK
theory the effective mass coefficient η = mc/me (c) and the Dingle
temperature (TD) (d) are obtained. (c) Temperature dependence
of normalized oscillation amplitude for the peaks positioned at
B = 3.5 T and 3.7 T, for samples A1 and B1, respectively, is used for
retrieving the effective mass. The effective mass is 0.04(1) me for both
samples, whereas sample B1 has a larger TD, which is in accordance
with a smaller oscillation amplitude for the sample B1. The vertical
axis on panel (d) is F (�ρxx,B,T ) = ln(�MB1/2 sinh[2π 2kBT/�ωc])
with T set to 5 K.

from ∼1 T on at 1.7 K. The zero field resistivity shows the usual
metallic-like temperature behavior with residual resistivities of
ρ1.7 K(A2) = 0.28 m �cm and ρ1.7 K(B2) = 0.37 m �cm [see
inset to Fig. 1(b)]. The origin of the strong linear MR is since
recently a much debated question [25–30].

To extract the oscillatory part of magnetization �M , i.e.,
dHvA oscillations, we subtracted linear background from
a strongly diamagnetic magnetization signal. Figures 2(a)
and 2(b) show the dHvA oscillations for a set of temperatures
in the range from 5–20 K for both samples. The oscillations are
periodic in 1/B, and the fast Fourier transform (FFT) analysis
reveals single-frequency oscillations FFFT(A1) = 8.5(4) T and
FFFT(B1) = 7.4(5) T; see the insets to Figs. 2(a) and 2(b).
By increasing the temperature, the amplitude of the dHvA
oscillations is reduced and for T > 40 K no traces of the
oscillations could have been observed.

To extract useful information from the quantum oscillations
we use the standard Lifshitz-Kosevich (LK) model for the 3D
electron gas. Although the dHvA and SdH oscillations measure
different physical quantities they can be represented by the

same functional form [31],

�X(B,T )=A0ATADAS

(
B

F

)1/2

cos

[
2π

F

B
+φp+φM

]
,

(1)

where �X stands for the oscillatory part of magnetization �M ,
magnetic susceptibility �χ , or conductivity �σ (resistivity
�ρ), A0 is a dimensional constant, F the oscillation frequency,
and φp the phase factor. AT = 2π2(kBT/�ωc)/ sinh[2π2(kBT/

�ωc)], AD = exp[−2π2(kBTD/�ωc)], and AS = cos[πgme/

(2mc)] are the temperature, Dingle, and spin amplitude
dimensionless prefactors, respectively. kB is the Boltzmann
constant, � the reduced Planck constant, g the Landé factor,
ωc = eB/mc the cyclotron frequency, e the electron charge,
and me free electron mass. φM is an additional phase
factor, which discriminates between the SdH conductivity
(resistivity), the dHvA susceptibility (φM = 0), and the dHvA
magnetization (φM = π/2) oscillations. In the case of the
3D LK theory the amplitude prefactor of �X(B,T ) bears an
additional prefactor ( B

F
)1/2, which disappears in the 2D case

[23,31,32]. The phase factor φp is defined as

φp = 2π (δ + β − 1/2), (2)

where δ can change from 0 for a quasi-2D cylindrical Fermi
surface (FS) to ±1/8 for a 3D FS, with (−) taken if the
FS cross section is maximal and (+) if it is minimal. β

is the Berry phase divided by 2π , taking values 0 for the
Schrödinger and 1/2 for the Dirac electrons [23,31].

Analyzing the temperature dependence of the dHvA os-
cillation amplitudes at the peaks positioned at B = 3.5 T
and 3.7 T, for samples A1 and B1, respectively, by using
the LK formalism, we were able to extract the effective
quasiparticle mass mc, which gives a small effective mass
of mc = 0.04(1)me for both samples. The Dingle temperature
analysis was carried out at 5 K, and yields TD(A1) = 2.8(3) K
and TD(B1) = 7.0(5) K, which points to a lower sample quality
and stronger isotropic scattering in the case of the sample B1.

Figures 3(a) and 3(b) show the SdH oscillations in resis-
tivity �ρxx for samples A2 and B2 extracted by removing a
linear background from the measured signal. The oscillations
are periodic in 1/B. Above 10 T the system reaches the
ultraquantum limit, which is also observed in Ref. [3]. The
FFT taken for the low fields (below the spin splitting)
gives the single-frequency peaks FFFT(A2) = 8.2(3) T and
FFFT(B2) = 8.7(3) T. On the other hand, when the FFT is
applied on the whole recorded interval we get additional peaks
belonging to the higher harmonics emerging due to the spin
splitting; see insets to Figs. 3(a) and 3(b). Since Eq. (1) does
not pertain to a strong spin splitting case, in order to apply
the LK formalism for extracting mc and TD we must restrict
the analysis to the low-B region where the SdH oscillations
do not show the spin splitting (single-frequency region). For
both samples mc = 0.04(1) me, which agrees with the dHvA
data analysis. The analysis of TD gives TD(A2) = 6.5(2) K
and TD(B2) = 8.3(2) K, which are higher values than the
corresponding ones obtained from the dHvA data analysis.
The reason for this discrepancy is addressed later.

Another important physical quantity which we can extract
from the dHvA and SdH oscillations is the phase of the
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FIG. 3. Analysis of the SdH oscillations in resistivity �ρxx , for
the samples A2 (a) and B2 (b). Both panels shows the T dependence
of the SdH oscillations after a linear background was subtracted.
The peaks show the spin splitting at high magnetic fields. The inset
shows the FFT analysis, which gives the peaks corresponding to
the base frequency F and the higher harmonics (2F and 3F ) that
originate from the spin splitting. The LK analysis of T (c) and B (d)
amplitude attenuation, for the fields where the spin split effects are
neglectable, is used for retrieving mc and TD. The mc values extracted
from the amplitudes at B = 2.38 T and 2.5 T, for sample A2 and B2,
respectively, agree with the effective mass obtained from the dHvA
oscillations, whereas the SdH oscillations give a higher TD than the
dHvA oscillations. The vertical axis on panel (d) is F (�ρxx,B,T ) =
ln(�ρxxB

1/2 sinh[2π 2kBT/�ωc]) with T set to 1.8 K.

oscillations. In order to combine the dHvA and SdH quantum
oscillations in the same expression, we add an additional phase
factor φM in Eq. (1) to distinguish between these two types of
oscillations. From the phase of the oscillations we can resolve
the Schrödinger (quadratic, β = 0) from the Dirac (linear, β =
1/2) dispersion. The term β in the case of band hybridization
or mixing of the Dirac and Schrödinger term in the equation of
motion can generally take any intermediate value between
0 and 1/2 [34,35]. Using the Landau level (LL) diagram,
the phase factor φp, i.e, (δ + β) in Eq. (2), can be directly
recovered from a plot as an intercept value on the horizontal
axis. Here, we give a more universal method of indexing, which
connects transport and magnetization data. To construct the
LL indexing presented in Table I we used a method common
for the topological insulators and in the integer quantum Hall
effect [23]. In this method a minimum in σxx is associated with
an integer N and a maximum with a half integer N + 1/2.
Indexing for the magnetic quantities is derived according
to the theoretical relation �χ ∼ �σxx , where �χ is the
oscillatory part of the magnetic susceptibility [31]. Notice the
shift in indexing of minima in the magnetization for −1/4
in comparison to the minima in the magnetic susceptibility

TABLE I. LL indexing for conductivity σ , magnetic susceptibil-
ity χ = ∂M/∂B, and magnetization M . A minimum in �σxx was
assigned to an integer N , and a maximum to a half integer N + 1/2.
A zero crossing with the positive slope 0+ is assigned to N + 1/4,
whereas a zero crossing with the negative slope 0− to N + 3/4.
Assignment of the magnetic oscillatory quantities is done according
to the theoretical relation �χ ∼ �σxx , where �χ is the oscillatory
part of χ [31]. Using this method of indexing, depending on the
FS shape, the horizontal axis intercepts 3/8 and 5/8 correspond to
the 3D Dirac electrons and the intercepts of −1/8 and 1/8 to the 3D
Schrödinger electrons. In the 2D case, as in the TI, the intercept of 1/2
corresponds to the Dirac electrons and 0 to the Schrödinger electrons.
The presented indexing method produces overlapping curves with the
same intercept for transport and magnetic quantities.

N − 1/4 N N + 1/4 N + 1/2 N + 3/4

�σxx min 0+ max 0−
�χ min 0+ max 0−
�M min 0+ max 0−

and conductivity, which originates from the definition of the
susceptibility χ = ∂M/∂B.

Figure 4(a) shows the indexing of the dHvA oscillations
for samples A1 and B1. The indexing was done according to
Table I, with minima, maxima, and zeros taken as the points
for determining the horizontal axis intercept. The intercepts
for samples A1 and B1 are NA1 = 0.32(3) and NB1 = 0.33(3),
which is close to the theoretical value (3/8 = 0.375) predicted
for the π -Berry phase shift. Taking the zeros into account in
the indexing allows us a more precise determination of the
intercept, i.e., the phase. This is especially important for the
SdH oscillations since the high-B maxima have to be excluded
from indexing due to the spin splitting. The F values can be
independently retrieved from the slope of the indexing plot,
which gives FIN(A1) = 8.4 T and FIN(B1) = 7.2 T. These
values are consistent with the dHvA FFT results.

The next step was analyzing the SdH oscillations in ρxx ;
see Fig. 4(b). Due to the high B, the samples reach the
ultraquantum limit, which allows us to make unambiguous
LL indexing. However, it is puzzling why the indexing
intercepts for the samples A2 and B2, in the case of SdH
oscillations in ρxx , do not match. For the sample A2 the
intercept is NA2 = 0.5(3), suggesting the π -Berry phase shift,
whereas for the sample B2 the intercept is NB2 = −0.08(4),
suggesting a trivial case, i.e., vanishing Berry phase. The dHvA
oscillations observed in the sample from the same batch point
to the π -Berry phase for both samples. To understand this
discrepancy let us turn to the conductivity. In Fig. 4(c) the
indexing was done on the basis of the SdH oscillations in
the conductivity. The indexing of minima, maxima, and zeros
was done as given in Table I, with minima in �σxx assigned
with an integer N . In this indexing we count the number of
filled LLs below the Fermi energy. For the sample A2 we get
the intercept of NA2 = 0.45(3) and from the slope we get the
frequency of FIN(A2) = 8.2 T, whereas for the sample B2 the
intercept is NB2 = 0.36(3) and the frequency FIN(B2) = 8.7 T.
The conductivity analysis proves that both samples have the
π -Berry phase, as we expected. The frequencies from the index
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plot are contained within the error bars of the SdH FFT analysis
given in Fig. 3.

The origin of the discrepancy in phase determination can
be found in the definition of the SdH oscillations and the
strength of the Hall signal. The symmetric tensor components
of the conductivity are defined as σxx = ρxx/(ρ2

xx + ρ2
yx).

Consequently, depending of the strength of the ρyx , oscillatory
part of the conductivity �σxx can be in phase or out of phase
with �ρxx . For the sample A2, ρyx is stronger than ρxx , i.e.,
ρxx(15 T) = 0.067 � cm and ρyx(1 T) = 0.16 � cm. On the
other hand, for the sample B2 ρyx and ρxx are comparable,
i.e., ρxx(15 T) = 0.092 � cm and ρyx(15 T) = 0.082 � cm,
which is the origin of the false phase determination from the
resistivity.

Now we address the difference in TD obtained from the
dHvA and the SdH oscillations. We obtained TD(A1) =
2.8(2) K and TD(A2) = 6.5(2) K. However, we expected
comparable TD in both samples since the temperatures at which
the oscillations disappear are similar in both A1 and A2. Since
it is strictly not satisfied ρyx � ρxx as the theory demands, the
amplitude prefactor is not as simple as given by Eq. (1). Thus,
the dHvA oscillations in M give more reliable information on
TD. The same argument could be applied for the batch with B
samples.

Finally, we calculate from the quantum oscillations addi-
tional useful parameters which characterize our system. The
frequencies of the dHvA and SdH are related through the
Onsager formula with the extremal area of the cross section of
the FS in the plane normal to the external magnetic field [31].
In the case of circular FS cross section the Fermi wave vector
kF and F are related with F = �/(2πe)πk2

F. In the case of
spherical FS, the total charge concentration per pocket located
at the L point of the Brillouin zone can be estimated using
the free electron gas model, n3D = k3

F /3π2. At the same time,
the charge concentration can be estimated from the Hall effect
measurements. In the ideal case (single-band model) these
two numbers should coincide. Here we shall focus on the

samples A2 and B2. If we make a comparison for the sample
A2, we see that nSdH(A2) = 1.4 × 1017 cm−3 and nH(A2) =
5.9(4) × 1017 cm−3 are in good agreement (taking into account
four electron pockets at the L point of the Brillouin zone). On
the other hand, for the sample B2 this statement does not hold
since nSdH(B2) = 1.4 × 1017 cm−3 and nH(B2) = 11.6(5) ×
1017 cm−3. This implies the existence of an additional band,
probably an impurity band, which provides additional charge
carriers. This additional band contribution in the Hall effect is
seen in the nonlinear dependence of ρyx vs B. The reduced Hall
signal due to additional charge carriers is in turn responsible
for obtaining a misleading Berry phase from the resistivity LL
plot in the case of sample B2.

Furthermore, the dHvA oscillations in the sample B1
show notably different oscillation frequency than the SdH
oscillations in the sample B2, which indicates not perfect
sample homogeneity. Interestingly, the observed quantum
oscillations in these samples are robust and not smeared out,
which could be attributed to small mc of the charge carriers
and the low charge concentration in the system.

Knowing kF and mc allows us to calculate the Fermi velocity
vF = �kF/mc. Here we focus on the sample A2, for which
vF(A2) = 4.6 × 105 m/s. This value of vF is lower than in
Cd3As2, where unusually high velocity is reported, and is in
the range of velocities comparable to TIs [36,37]. The Fermi
energy EF = �vFkF is located 48 meV above the putative Dirac
point. From TD we obtain the quantum (isotropic) scattering
time τq = �/(2πkBTD) = 1.9 × 10−13 s, and the quantum mo-
bility μq = eτq/mc = 7 × 103 cm2/V s. On the other hand, the
Drude mobility is μt = 1/(enHρ1.8 K) = 3.8 × 104 cm2/V s,
which combined with the Fermi velocity gives the mean-free
path l = 400 nm. The difference in the quantum and the Drude
mobility originates in the different scattering mechanisms.
In the Drude model the dominant scattering is the large-
angle scattering whereas the quantum oscillations measure all
scattering processes which are responsible for broadening of
the LL, which also includes the forward scattering. The sample
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B2 has lower τq, μq, and μt values indicating a lower sample
quality in comparison to the sample A2.

IV. CONCLUSION

In conclusion, we have studied the de Haas–van Alphen
(dHvA) and the Shubnikov–de Haas (SdH) oscillations as
two complementary methods to probe the Fermi surface on
two single crystals of Pb0.83Sn0.17Se. In our study, the dHvA
and SdH oscillations reveal single frequency, of around 8 T
along the [001] direction, which confirms the existence of a
single Fermi surface cross section. Both the transport (SdH)
and magnetic (dHvA) measurements support a nontrivial
π -Berry phase shift with the intercept close to 3/8, which
is evidence of the existence of the 3D Dirac dispersion in
the crystals. The lower quality of the sample B resulted in a
smaller Hall resistivity, which has in turn given a misleading
phase shift in the case of Landau level indexing by the
resistivity. This points to the necessity of using the conductivity

oscillations instead of the resistivity for indexing, especially
in the case when the Hall resistivity is not much higher than
the transport resistivity. We also present unified indexing
rules for constructing the Landau level diagrams for the
quantum oscillations in conductivity, magnetic susceptibility,
and magnetization based on the method commonly used in the
topological insulators, i.e., where the integers are assigned to
the minima in the conductivity. Besides indexing of minima
and maxima of oscillations we also introduce indexing for the
zeros, which increases the reliability of phase determination.
The values of the Fermi wave vector, Fermi velocity, effective
mass, and Dingle temperature have been extracted from the
dHvA and the SdH oscillations.
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