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Abstract Neutron-induced fission reactions play a crucial
role in a variety of fields of fundamental and applied nuclear
science. In basic nuclear physics they provide important
information on properties of nuclear matter, while in nuclear
technology they are at the basis of present and future reac-
tor designs. Finally, there is a renewed interest in fission
reactions in nuclear astrophysics due to the multi-messenger
observation of neutron star mergers and the important role
played by fission recycling in r -process nucleosynthesis.
Although studied for several decades, many fundamental
questions still remain on fission reactions, while modern
applications and the development of more reliable nuclear
models require high-accuracy and consistent experimental
data on fission cross sections and other fission observables.
To address these needs, an extensive fission research pro-
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gramme has been carried out at the n_TOF neutron time-
of-flight facility at CERN during the last 18 years, taking
advantage of the high energy resolution, high luminosity and
wide energy range of the neutron beam, as well as of the
detection and data acquisition systems designed for this pur-
pose. While long-lived isotopes are studied on the 185 m
long flight-path, the recent construction of a second experi-
mental area at a distance of about 19 m has opened the way
to challenging measurements of short-lived actinides. This
article provides an overview of the n_TOF experimental pro-
gramme on neutron-induced fission reactions along with the
main characteristics of the facility, the various detection sys-
tems and data analysis techniques used. The most important
results on several major and minor actinides obtained so far
and the future perspectives of fission measurements at n_TOF
are presented and discussed.
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1 Introduction

Since its discovery in 1938, neutron-induced fission has been
one of the most extensively studied nuclear reactions, being
of great importance for a variety of fields in basic and applied
nuclear science. In fundamental nuclear physics, fission stud-
ies provide important information on a variety of properties of
nuclear matter. In nuclear astrophysics, fission recycling has
been postulated as one of the important processes responsible
for the production of heavy elements in explosive scenarios
in combination with neutron capture, while the recent obser-
vation of r -process nucleosynthesis in a neutron star merger
(NSM) event has triggered a renewed interest in the mod-
elling of fission processes. Finally, neutron-induced fission
is the reaction at the basis of nuclear energy production in
current and future nuclear reactors.

Neutron-induced fission has been extensively studied
since the early times at neutron facilities around the world. In
view of its importance, in particular for energy production,
an enormous amount of data has been collected over many
decades on major and minor actinides, as well as on some
lighter elements characterised by a high fission threshold.
However, the need of additional data on neutron-induced fis-
sion was still present about 20 years ago, when a new neutron
facility came in operation at CERN. The main requests were
related to the development of innovative systems for energy
production and nuclear waste transmutation, in particular for
accelerator-driven systems and Generation IV reactors, as
well as for reactors based on the Th/U fuel cycle [1]. High-
accuracy, high-resolution cross section data were needed, in a
wide energy range, for a variety of major and minor actinides,
from Th to Cm, as well as on coolant and spallation mate-
rial, namely Pb and Bi. The possibility to burn long-lived
actinides that constitute the main component of the long-term
radiotoxicity of the spent fuel of current nuclear reactors is
linked to the availability of sufficiently reliable data needed
for the development and safe operation of these innovative
nuclear systems [2].

The n_TOF facility at CERN was built, among other moti-
vations, with the aim of addressing those needs of new, accu-
rate fission data. Since the start of its operation in 2001, a
vast experimental programme has been carried out, which
has led to a wealth of high quality results. For the measure-
ments, a variety of detectors have been specifically built over
the years, with constantly improving performances. Further-
more, since 2014, a new, high-flux experimental area has
greatly enhanced the capability of the n_TOF facility for
fission-related studies, allowing one to measure challeng-
ing reactions with unprecedented accuracy, resolution and
energy range.

Together with other neutron facilities currently operating
worldwide [3], such as LANSCE [4], GELINA [5], J-PARC
[6], as well as with new powerful facilities recently completed

or near completion, such as NFS [7] and CSNS [8], n_TOF
will continue to play a key role in addressing the need of new,
high-accuracy data on fission reactions. As we all learn from
past experience, it may be beneficial for future studies, when
new challenges will have to be faced, to discuss the exper-
imental programme carried out in the last two decades at
n_TOF. In this spirit, we have written this review paper, mak-
ing it as comprehensive as possible of the many tasks involved
in a successful fission measurement, from detector R&D to
sample preparation, from signal reconstruction to data pro-
cessing, from dead-time and pile-up corrections to Monte
Carlo simulations. The most important results obtained so
far at n_TOF are discussed in this paper, and their impact in
the field analysed, together with the perspectives of a future
experimental programme.

The paper is organised as follows: Sect. 2 introduces
the scientific motivations that have driven the experimen-
tal programme on fission at n_TOF, in terms of basic nuclear
physics, energy applications and astrophysics-related needs.
The n_TOF facility, the two experimental areas and the fea-
tures of the neutron beam that make it well-suited for fission
studies are described in Sect. 3. Section 4 presents a review of
the various detectors specifically developed for fission stud-
ies at n_TOF and of the techniques for sample preparation,
which is one of the most important ingredients for a success-
ful fission programme. Data acquisition, pulse reconstruction
and the main issues in data analysis are discussed in Sect. 5,
together with the Monte Carlo simulations of the facility and
the detector response. Finally, the main results of the n_TOF
experimental programme obtained so far are presented in
Sect. 6 and perspectives of a continuing programme are dis-
cussed at the end.

2 Scientific motivations

2.1 Cross section data and other fission observables for
improving fission modelling

Hahn and Strassman separated barium from the products
of neutron-irradiated uranium [9] and Meitner and Frisch
offered a fundamental picture of fission on the basis of the
liquid-drop model [10] in 1939, forming an interdependence
between experiment and theory. By overcoming a potential
barrier, the parent nucleus is divided into two smaller droplets
releasing a large amount of energy. The fact that a neutron can
split a large nucleus into two parts of comparable sizes was
not predicted by nuclear scientists, even though for nuclei
with masses A > 120 the fission into two nearly equal frag-
ments is exothermic.

A complex picture of the fission mechanism that is a
source of all present descriptions was offered by Bohr and
Wheeler [11]. The main features of that picture can be sum-
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marized as follows: (1) the nucleus overcomes a fission bar-
rier obtained at the critical deformation of the unstable equi-
librium and undergoes fission; (2) statistically the neutron-
induced fission cross section is proportional to the number
of transition states available at a given excitation energy in
the saddle point; (3) the fission process is in competition
with neutron emission and γ -de-excitation, and (4) the fission
cross section is relatively constant up to several MeV. Fur-
thermore, for larger excitation energies some neutrons can
escape and the residual nucleus can undergo fission. In its
essential features, this description has remained unchanged
to the present time.

In 1953, Hill and Wheeler [12] provided the key ingredi-
ents used to understand the fission process from a theoreti-
cal point of view. The nucleus being an extremely saturated
many-body system, the potential felt by a nucleon is nearly
independent of the positions of the surrounding nucleons.
This implies that the nucleus can be characterised by a nuclear
shape. As a result, the single particle potential is essentially
collective and it is controlled mainly by its surface bound-
aries, that is, by the state of the system as a whole. Accord-
ingly, it is convenient to characterise the collective state of
a nucleus with the help of some constraints or some gener-
alised coordinates pertaining to several macroscopic degrees
of freedom. The nucleons move independently in a mean field
managed by these degrees of freedom. The mean field can be
constructed by using phenomenological prescriptions [13]
or within self-consistent models [14]. The constraints asso-
ciated to the degrees of freedom are allowed to vary in time
leading to the split of the initial parent nucleus into two frag-
ments.

The more detailed understanding of the nuclear fission
mechanism properties was primarily empirical in the early
stages of the development of the field. Data concerning the
mass distributions of the fission fragments or experimen-
tal discoveries such as fission isomers [15,16] have con-
tributed to the development of new concepts in theoretical
physics, as will be seen below. Even now there is no com-
plete theory describing the richness and complexity of empir-
ical behaviour inferred from fission processes. Nevertheless,
increasingly precise experimental results are of great impor-
tance and help to continuously improve the knowledge in this
field.

It is now established that the fission barrier in the actinide
region exhibits a double- or triple-humped shape. This shape
of the barrier can explain a large number of experimental
results. A triple barrier is schematically displayed in Fig. 1.
At sub-threshold excitation energies, or at energies close to
the barrier peak, the fission cross section is characterised by
a large number of intermediate resonances. These phenom-
ena are controlled by many discrete excited states built in the
region of the second well, named class-II states, and in the
region of the third well, named class-III states, in the case of a

(a) (b)

Fig. 1 a Triple fission barrier obtained by means of smoothed joined
parabolae as a function of a dimensionless elongation variable ε. The
parameters of the barrier are taken from the work of Ref. [20] for the
nucleus 233Th. b Dependence between the logarithm of the penetra-
bility P and the excitation energy E∗ of the compound nucleus. The
Schrödinger equation was solved within the exact method by extend-
ing the formalism of Ref. [21]. The β-resonances in the penetrabilities
are connected to the eigenstates constructed in the second and the third
potential wells displayed in a. The compound resonant states created
in the first well are “filtered” by the resonances of the second and third
wells

triple-humped fission barrier. When the fission cross section
is represented against the excitation energy, these states man-
ifest themselves as resonances. Information about the shape
of the potential barrier can also be obtained by measuring the
isomer excitation. Shape isomers can be obtained by a large
variety of nuclear reactions if the energy brought into the
system is large enough to overcome the first barrier. Thus,
patterns due to inelastic neutron scattering leading to iso-
mer states and involving a pre-scission neutron evaporation
should be identifiable in the fission cross section [17]. Rota-
tional bands built on the class-II states give indications about
the highly deformed nuclear states. Sub-threshold fission dis-
plays pronounced clusters of resonances, the fission strength
being modulated by the states built in the second well. Infor-
mation about the coupling matrix elements between the class-
II states and the class-I states or about the fission of class-II
states can be obtained from the detailed structure of each
cluster. Moreover, the average values of the coupling matrix
elements give indications about the penetrabilities of the first
and second barrier at a given excitation energy. At some ener-
gies, some resonance doublets can be identified in the exper-
imental data [18]. They are explained as a degeneracy of
unperturbed class-I and class-II states. Experimental investi-
gations made with a polarised neutron beam allowed for an
unambiguous spin assignment for known resonances at low
energy [19]. Theoretical predictions of such resonant peaks
cannot be made realistically on the basis of present-day mod-
els.
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Many experimentally detected features of nuclear fission
appeared as a surprise for the community. Input from these
findings has made theoretical treatments increasingly pre-
dictive. It was possible to predict an island of stability for
super-heavy nuclei and the spontaneous heavy ion emission.
Even recently, a new type of asymmetric fission was exper-
imentally observed in the neutron-rich 180Hg nucleus [22].
Theoretically, a symmetric distribution of fission fragments
was expected with a maximum yield for two semi-magic 90Zr
products. The explanation followed in the framework of the
macroscopic–microscopic approach by revealing a so-called
local minimum in the potential energy surface. Experimen-
tal advances concerning recent developments of this subject
are reviewed in Ref. [23]. Bimodal fission phenomena were
also discovered [24], characterised by two components in the
kinetic energy spectrum of fission fragments. An inversion
of the odd-even effect of the low-energy fission fragment
distributions was also observed. The odd-odd yields domi-
nate for excitation energies of the fragments lower than 4–
5 MeV [25]. Finally, the fine structure in the fission cross
section known as the Th anomaly is attributed to the occur-
rence of the triple barrier[26]. A shallow ternary minimum of
about 1 MeV was theoretically predicted at large asymmet-
ric shape distortions [27]. The third minimum should be deep
enough to produce a fine structure in the fission cross sec-
tion. Alternatively, the Th anomaly can be explained within
dynamical single particle effects [28].

Despite the advances in the theoretical description of the
fission process, the behaviour of the fission cross section can
only be reproduced by using phenomenological approaches.
For instance, the heights of the double-humped fission barrier
peaks are determined empirically in accordance with a given
parametrisation of the nuclear level density and the cross
section is proportional to the number of states calculated in
the transient point or saddle point configuration following
the Bohr–Wheeler hypothesis. The evaluated fission cross
sections always depend on some input parameters that rely
on experimental observables. For example, in the evaluation
procedure described in Ref. [29] the double-peaked barrier is
reproduced by three smoothly joined parabolae [21]. Accord-
ingly, at least six parameters are needed to describe correctly
the shape of the potential barrier, with three values needed to
fix the heights of the maxima of the inner and outer barriers
together with the minimum of the intermediate well, plus the
values of the corresponding stiffness parameters. By using a
similar fission cross section evaluation treatment, in Ref. [20]
the triple barrier can be parametrised with ten parameters and
each bandhead transition state requires five additional energy
values at the maximum and the minimum points of the bar-
rier. As considered in Ref. [30], the fission barrier heights
can be extracted with an uncertainty of 0.5–1.0 MeV in the
framework of the current evaluations. Evaluations of nuclear
data demand accurate experimental inputs and a sustained

effort is needed for their better determination. At the present
stage, the phenomenological approach used in fission cross
section analysis is still limited by some ambiguities. Some
of them are the following:

1. The deviation of the realistic barrier shape from the har-
monic one used to represent double or triple fission barri-
ers [21] can alter the penetrability values. Reliable values
of the penetrabilities can therefore only be obtained for
energies close to the barrier peak.

2. The cross section is simulated by using a set of values for
the barrier heights and for the nuclear level density, but
two different sets of such values can give the same cross
section value. Statistically, the total excitation energy of
the thermalised compound nucleus is shared between col-
lective and intrinsic degrees of freedom equiprobably,
in accordance with the ergodic theory. In these circum-
stances, the parameters of the fission barrier should be
modified when the intrinsic excitation energy increases,
due to the disappearance of the shell effects. Therefore,
we are left with a distribution of fission barriers [31].
Current evaluations cannot include such a distribution in
the calculations.

3. Nuclear level densities depend on the nuclear deforma-
tion [32]. In the region of the outer barrier, the level den-
sity increases. The variation of the level densities dur-
ing fission is subject to many phenomenological correc-
tions. Collective vibrational and rotational enhancements
of nuclear level densities close to the top of fission bar-
riers and other corrections, such as the Porter–Thomas
distributions, are also considered in a phenomenological
way.

4. Some parameters, such as the heights of the fission barri-
ers, are obtained from experimental data and the empiri-
cal systematics is used afterwards to predict the cross sec-
tion of unmeasured nuclei. This is based on the assump-
tions that the nuclear structure, which may change dra-
matically from one nucleus to another, plays a minor
role. But a difference of only one neutron can change
the overall fragment mass distribution from asymmet-
ric to symmetric, as observed for example in the case of
257,258Fm [33].

To predict the number of neutrons emitted in the fission
process [34] or to reproduce the characteristics of the odd-
even effects in the fragment distributions [35], the models
used in evaluations require knowledge of the fragment exci-
tation energies. This information is usually extracted from
experimental data. The fission cross section data carry infor-
mation not only about the nuclear structure, but also about
effects due to the dynamics of the fragmentation. From the
theoretical point of view, information about the dissipation
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can be obtained only from a dynamical treatment of the fis-
sion process.

The anisotropy in the angular distribution of fission frag-
ments is strongly related to the spin projection K of the tran-
sition states on the fission axis, as a direct consequence of the
angular momentum conservation [36]. For lighter nuclei, the
angular distributions exhibit abrupt variations with respect
to the excitation energy (or equivalently to the incident neu-
tron energy, as will be shown later on in Fig. 56), at energies
close to the barrier peak, suggesting a manifestation of the
role played by each fission channel. Instead, an attenuated
variation of the structure in the angular distribution is exper-
imentally observed for heavier nuclei at threshold energies.
It was argued [37] that this behaviour is a sign of the exis-
tence of an intermediate equilibrium state due to the presence
of the isomer minimum. In this case, the transition states do
not drastically affect the angular distributions of the heavier
nuclei, their outer barrier heights being lowered. From statis-
tical considerations, an effective moment of inertia is defined
as a combination between the parallel and the perpendicu-
lar rigid body moments of inertia. The mean square value
of the projections of the fragment angular momenta on the
fission axis K0 gives information about the effective moment
of inertia in the saddle configuration, and hence about hyper-
deformations. In the case of transuranic elements, investiga-
tions based on experimental data indicated that the effective
moment of inertia is compatible with the outer barrier defor-
mation at low excitation energies. For larger values of the
excitation energies, the effective moment of inertia corre-
sponds to smaller deformations consistent with saddle con-
figurations calculated within the liquid-drop model. These
results indicate that the shell effects dissolve with excitation
energies larger than 50 MeV. For lighter elements, the defor-
mations obtained from the anisotropy data are in agreement
with the liquid-drop model expectations. The modifications
of the angular distributions for different mass regions were in
accordance with theoretical results. For example, in compar-
ison with the results obtained within the liquid-drop model,
a shift of the saddle point towards smaller deformations was
predicted with the microscopic-macroscopic theory, by using
the reflection-symmetric two centre shell model. It was also
noted in Ref. [38] that this effect becomes smaller from the
mass region A = 200 to A > 230, since for heavier nuclei
the saddle is obtained at smaller deformations in the frame-
work of the liquid-drop model alone, exhibiting more com-
pact shapes. In this model, the properties of the fragments
manifest in the region of the outer barrier. For mass A ≈ 230,
the fragment shell effects are important, as an influence of
the strong shell effects of the doubly magic nucleus 132Sn.
It was also suggested that the variation of K0 at low excita-
tion energy is due to the persistence of superfluid effects. An
accurate measurement of the angular distributions can offer

valuable information about the nuclear structure at hyperde-
formation to test the validity of current models.

The distributions of the total angular momenta in the pri-
mary fragments contain information on the fission mech-
anism. The initial angular momentum of the compound
nucleus is distributed between intrinsic fragment spins and
the angular momentum of the relative motion. The average
spin of the primary fragments in low-energy fission is about
7 h̄. Surprisingly, this is also the case of the spontaneous
fission of 252Cf, as reported in Ref. [39], where a mecha-
nism to generate fragment spins by postulating an equilib-
rium at scission was investigated. The fragment spins vary as
a function of the fragment mass and the mass asymmetry of
the reaction. There is currently no consistent theory to pre-
dict the spin distributions. A better experimental description
will definitely contribute to developments in the theory. As
already mentioned, the present understanding of the angu-
lar distributions of fission fragments is based on statistical
arguments by taking into account an effective moment of
inertia and including ingredients to simulate the dynamics
of the process [40]. Accurate data to be obtained at n_TOF
concerning the fine structure of the fission cross section of
230Th and the angular distribution of the fragments should be
able to elucidate some unclear aspects concerning the fission
mechanisms.

In summary, the present theoretical evaluations of fission
cross sections depend on some input parameters extracted
from experimental data, as also shown in Ref. [41]. There-
fore, the predictions concerning the unmeasured nuclei are
questionable due to the lack of consistency. The predic-
tive power of the theoretical approaches can be improved
by investigating microscopically the fission process and by
providing new information concerning its mechanism. The
microscopic approaches should be able to reproduce a large
set of experimental data, like fission barriers, fission mass
distributions, total kinetic energies of fission fragments and
spontaneous fission lifetimes. This is clearly a challenging
and often daunting task. Experimental data carry informa-
tion about all these interdependent mechanisms that follow
from the structure and the dynamics of fission. As a con-
sequence, there still exists a pressing need for new data on
neutron-induced fission, to be used as benchmarks for the
theoretical investigations.

2.2 Intermediate energy fission

The upper limit to the incident neutron energy in evaluated
nuclear data libraries is traditionally set to 20 MeV, although
the most recent libraries have extended it to 30 MeV, and
some fission cross sections used as reference have recently
been extended up to 1 GeV [42]. Hereafter, we refer to the
interval from 20 MeV to 1 GeV, the maximum neutron energy
that can be presently reached at n_TOF, as the intermediate
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energy range for fission measurements. Moreover, it is useful
to distinguish two sub-intervals, from 20 to 200 MeV and
from 200 MeV to 1 GeV, both from an experimental and a
theoretical point of view. In fact, 200 MeV is at present the
upper limit of the incident energy region where an absolute
determination of (n,f) cross sections exists [43,44], thanks
to the simultaneous measurement of fission events and (n,p)
scattering events by means of proton recoil telescopes, from
which the neutron flux can be derived. From a theoretical
point of view, the 20–200 MeV region can be investigated
with fully quantum-mechanical reaction models, like those
contained in well-known publicly available nuclear reaction
codes, such as EMPIRE [29] and TALYS [45].

In the energy range up to 200 MeV, the target nucleus may
emit nucleons and/or light clusters, such as deuterons, tritons
and alphas, through a pre-equilibrium process before forming
an equilibrated remnant, which then decays by nucleon evap-
oration or fission. The pre-equilibrium phase is commonly
described by a semi-classical exciton model or by a quantum-
mechanical multi-step compound plus direct model, while
the compound nucleus decay of the remnant is treated within
the framework of the statistical Hauser–Feshbach formalism.

Using the TALYS code, which includes such models, it
was possible to reproduce the n_TOF data on the 234U(n,f)
cross section [46] in the energy range from 0.6 to 200 MeV,
with some adjustment of crucial model parameters, such as
level density parameters in the neutron channels and heights
and curvatures of fission barriers of remnants encountered in
the multi-chance fission process. On the contrary, the sim-
plified formalism of a double-humped fission barrier with
complete damping of the vibrational resonances in the inter-
mediate well for the fissioning compound nucleus 235U was
unable to reproduce the fine structure of the cross section
below threshold, at En < 0.8 MeV. There, better agreement
with data could be achieved in Ref. [47] with the EMPIRE
code (version 3.2) in the framework of the optical model for
fission [48], where use was made of a three-humped fission
barrier with partial damping of the vibrational states in the
intermediate wells. It is worth pointing out that the authors
of Ref. [47] carried out extensive calculations of neutron-
induced reactions in the energy range from 10 keV to 30 MeV
for the whole isotopic chain 232−237U by taking into account,
among others, all relevant fission data of U isotopes taken at
n_TOF until then. The agreement between theory and exper-
iment was in general very good. The important fission stan-
dard 238U, not included in the previous analysis, had already
been studied, with other U and Pu isotopes, in the energy
range from 1 keV to 30 MeV by means of the TALYS code
in the framework of the Bruyères–le-Châtel evaluation of
actinides in Ref. [49]: here again, use of a three-humped fis-
sion barrier was crucial in reproducing the fine structure in
the sub-threshold cross section. A more complex fission pro-
cess, based on the superposition of symmetric and asymmet-

ric fission modes, was investigated in the framework of the
statistical model in Ref. [50] for the neutron-induced fission
of 238U, resulting in a good reproduction of the experimental
cross section up to 200 MeV.

In the same energy range, the angular distribution of fis-
sion fragments (FFAD) can be analysed in the framework of
the statistical saddle point model, combining pre-equilibrium
and Hauser–Feshbach calculations of partial fission cross
sections. The model described in detail in Ref. [51] was suc-
cessfully applied by the same authors to the analysis of angu-
lar distributions of fragments emitted in the neutron-induced
fission of 232Th and 238U in the incident energy range from
20 to 100 MeV and could be usefully applied to analogous
measurements carried out at n_TOF once final results are
available. Unfortunately, neither TALYS nor EMPIRE, or,
at least, their publicly available versions, have implemented
statistical models for the angular distributions of fission frag-
ments.

A quantity commonly used for characterising angular dis-
tributions is the anisotropy coefficient A, defined as

A = W (0◦)
W (90◦)

,

where the numerator represents the FF yield along the beam
axis and the denominator the FF yield at 90◦ with respect the
beam axis. Plotted as a function of incident neutron energy, A
displays oscillations at the thresholds of multi-chance fission,
which are strongly damped beyond the onset of the (n,4nf)
reaction, at around 30 MeV. Above this energy the model
predicts a smooth decrease of A with increasing incident
energy, in agreement with experimental data. The anisotropy
coefficient turns out to be sensitive to the ratio af/an of the
level density parameters in the fission channel and in the
neutron channel, which is also crucial in reproducing fission
cross sections as a function of incident energy, but is also
sensitive to the square of the standard deviation K 2

0 of the
distribution of projections of the fissioning nuclei spin on
the nuclear symmetry axis at the later chances of the fission
process.

At incident energies above 200 MeV the projectile “sees”
the target as a collection of individual nucleons. When the
de Broglie wavelength of relative motion of projectile and
target nucleons, λ = h̄

p , satisfies the inequalities

λ � r < d,

where r is the range of the nuclear forces and d the aver-
age distance between neighbouring nucleons, it is reason-
able to describe the propagation of the particle as a suc-
cession of binary collisions with the target nucleons, which
can be ejected from the nucleus or can eject other nucle-
ons in turn, thus giving rise to a fast intra-nuclear cascade,
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which can conveniently be computed by Monte Carlo meth-
ods. As long as the participating nucleons are fast enough,
their motion lends itself to a classical description, character-
istic of the cascade stage, but the concept of classical tra-
jectories loses its validity with decreasing nucleon energy.
A natural choice, suggested by the reaction models valid
below 200 MeV, is to switch the time evolution to a pre-
equilibrium stage using a semi-classical exciton model, eas-
ier to combine with the classical cascade model, resulting in a
thermally equilibrated residual nucleus, which can decay by
particle evaporation or fission in the final compound nucleus
stage. The three-stage description of nucleon-induced spal-
lation reactions is adopted, among others, by the Cascade-
Exciton Model (CEM), originally formulated at Dubna [52]
and finally evolved into a version currently used in some
widely used radiation transport codes, like MCNPX [53] and
MCNP6 [54].

An alternative description of a spallation reaction as a
two-stage process, i.e. intra-nuclear cascade plus evapora-
tion and fission, is adopted in other codes, such as the Liège
Intra-nuclear Cascade Model (INCL) [55] (and the refer-
ences therein), used until now in the study of the interme-
diate energy fission reactions measured at n_TOF. In the
INCL model the pre-equilibrium stage is replaced by a self-
consistent calculation of the stopping time of the fast cascade,
chosen as the time at which the evolution of basic physical
quantities like the excitation energy of the target nucleus and
the average kinetic energy of the ejectiles turns from fast to
slow. Such a simplified description has proven to be valid
above 200 MeV, but it might be questionable at lower inci-
dent energies, where quantum-mechanical reaction models
can be applied and where a smooth overlap with intra-nuclear
cascade results would be desirable.

The decay of the equilibrated remnant at the end of the
cascade stage can be described by coupling to INCL a code
based on a fission-evaporation model: the decay models most
frequently used in combination with INCL are GEMINI [56]
(and the references therein) and ABLA07 [57].

GEMINI is a statistical model that deals with particle evap-
oration in the framework of the Hauser–Feshbach formalism,
where angular momentum is strictly conserved. Symmetric
fission, dominant at high excitation energies, is treated in
the Bohr–Wheeler approach and asymmetric fission in a for-
malism worked out by Moretto [58] based on the concept
of a conditional fission barrier, i.e. a saddle point configura-
tion with a fixed mass-charge asymmetry of pre-fragments.
Fission barriers are evaluated by means of the finite-range
droplet model by Sierk [59], with shell and pairing correc-
tions from Ref. [60]. Level densities in neutron and fission
channels are represented by Bethe formulae with energy-
dependent level density parameters, an and af , respectively.
The ratio af/an has a default value of 1.036 [61] which can
be adjusted in order to fit experimental fission data. The

energy dependence of an is fully phenomenological, from
a low-energy limit of A/7.3 MeV−1, derived from the aver-
age spacing of neutron s-wave resonances, for a nucleus of
mass number A, to a high-energy limit of A/12 MeV−1,
derived from energy spectra of evaporated particles. Ground-
to-saddle transient effects resulting in a time-dependent fis-
sion width are not explicitly taken into account. Dissipative
effects related to the light particle evaporation from the fis-
sioning nucleus during the slow motion from the saddle point
to the scission point are treated in a simplified way by assum-
ing that evaporation takes place only from the scission point
configuration.

ABLA07 is a dynamical model, which takes the time evo-
lution of the fission degree of freedom explicitly into account,
treating it as a diffusion process through the interaction of
collective degrees of freedom with the heat bath formed
by the individual nucleons. The process is described by a
one-dimensional Fokker–Planck equation leading to a time-
dependent fission width. An approximate analytical solution,
which makes the problem computationally tractable, depends
also on the nuclear temperature T and on a reduced dis-
sipation coefficient β first introduced in fission theory by
Kramers [62]. In turn, β might depend on temperature and
deformation. The nuclear evolution beyond the saddle point
is based on the work of Hofmann and Nix [63]. The formalism
is described in detail in Refs. [64,65]. Liquid-drop barriers
and shell and pairing corrections are computed like in GEM-
INI. Two important differences with respect to GEMINI are
the use of the Weisskopf–Ewing theory in particle evapora-
tion, instead of the more rigorous (and more time consuming)
Hauser–Feshbach theory, with an approximate conservation
of angular momentum based on phase space arguments and
the use of a composite formula for level densities, namely a
constant temperature formula at low excitation energy and a
Bethe formula at high energy, with a level density parame-
ter corrected as suggested by Ignatyuk [66,67] for shell and
pairing effects, including also an energy-dependent collec-
tive enhancement factor.

The INCL/ABLA07 chain has largely been used by the
Darmstadt–Santiago Collaboration in the analysis of (p,f)
experiments in inverse kinematics below 1 GeV/A incident
energy; a recent review of experimental results and of their
theoretical interpretation is given in Ref. [68]. In particular,
the authors point out the importance of transient and dissipa-
tive effects in the analysis of a number of fission observables
in addition to cross sections, such as charge distributions of
fission fragments and coincident light particles, that could
be the subject of future experimental activity at n_TOF or at
other neutron facilities.

Up to the time of the present review, the (n,f) cross section
measurements performed at n_TOF in the incident energy
region up to 1 GeV are determined relative to the reference
fission cross section of 235U and/or 238U. Absolute cross
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Fig. 2 The fission cross section of 238U from 100 MeV to 3 GeV. Left
panel: 238U(p,f); right panel: 238U(n,f). Solid lines: INCL/GEMINI
calculations, dashed lines: INCL/ABLA07 calculations, with model
parameters from Ref. [75]. The experimental data are extracted from
the EXFOR database

sections could only be derived by model calculations of the
last two cross sections in the intermediate energy range. The
original choice of the collaboration, made in the first two
articles dedicated to intermediate energies, namely Ref. [69]
on 234U and 237Np and Ref. [70] on natural lead and 209Bi,
was the normalisation to the U fission cross sections of the
JENDL/HE-2007 library [71], evaluated up to 3 GeV. How-
ever, a later systematic study [72] of (n,f) and (p,f) reactions
up to 1 GeV, using version 5.1.14 of INCL/GEMINI and
INCL/ABLA07 codes, showed that the JENDL cross sec-
tions were strongly underestimated beyond 500 MeV. As
a consequence, for all later fission measurements at high
energy it was decided to report only the ratio relative to the
fission cross section of 235U, rather than the model-dependent
absolute cross section. This was done, for example, in an arti-
cle dedicated to 238U [73] and published soon after Ref. [72].
The measurement of the quasi-absolute fission cross sec-
tion of 235U at intermediate energies (described in Sect. 4.6),
recently performed at n_TOF and presently being analysed,
will hopefully allow for a proper experimental normalisation
in the near future.

An example of this computational procedure is provided in
Fig. 2, where the calculated 238U(p,f) and (n,f) cross sections
up to 3 GeV are compared with experimental data. The basic
references are the measurement performed by the Gatchina
group in the energy range from 200 MeV to 1 GeV for the
(p,f) reaction [74], and, for the (n,f) reaction, the absolute
measurements below 200 MeV [43,44], as well as the n_TOF
data up to 1 GeV [73], relative to the 235U(n,f) reaction,
whose cross section has been evaluated in Ref. [75] with the
computer codes mentioned above.

The Monte Carlo simulation of FFADs measured at
n_TOF in the intermediate energy region remains an open

question, because the only experimental anisotropy coeffi-
cients versus neutron energy published until now are those of
the 232Th(n,f) reaction up to 100 MeV[76], an energy region
outside the range of validity of the computational models
presently available, and of 235,238U(n,f) up to 200 MeV [77],
at the lower limit of applicability of intra-nuclear cascade
models.

2.3 Needs related to applications (reactor technology)

Neutron-induced fission cross sections on actinides are a key
ingredient for the safety and criticality assessment of nuclear
systems for energy production, transmutation of nuclear
waste and nuclear fuel cycle investigations, as well as for the
design of the new generation of reactors which aim at safer
and cleaner nuclear energy production. The rapid expansion
of global energy demands leads to serious environmental con-
cerns, since existing energy sources are mainly based on fos-
sil fuel consumption, which is responsible for the release of
CO2 in the atmosphere and is considered as the main cause
of global warming and climate change [78]. On the other
hand, “carbon free” energy sources, such as hydropower and
renewable energy technologies, do not represent an exten-
sive replacement, capable of substituting fossil fuels in the
medium term [79]. Nuclear energy is therefore one of the
possible options to mitigate the above-mentioned issues in
the coming decades, mainly because it is already available
on the market, as there are about 450 nuclear reactors in oper-
ation worldwide [80]; it is essentially free from CO2 emission
and it can be developed on a large scale. There are, however,
three major concerns regarding the use of nuclear energy,
with significant implications to both the general public and
the authorities: (1) the safety of the operation of nuclear
power plants, (2) the efficient management of nuclear waste
accumulated over the past 60 years of power plant operation
and (3) the proliferation of nuclear material and its potential
use in military or terrorist activities. However, these three
issues could be effectively addressed with the development
of nuclear systems with low-risk operation, tighter opera-
tional margins and nuclear fuel recycling capabilities.

In order to study the feasibility and development of such
reactors, the Generation-IV Forum (GIF) was founded in
2000 [81] to evaluate all possible solutions and select the
one(s) deemed more suitable to address the aforementioned
needs. The new Generation IV reactors, which will be hybrids
of thermal and fast neutron reactors, are expected to have
more efficient burn-up capabilities and, most importantly, use
nuclear waste from currently operating reactors as fuel [82].
The nuclear waste that is planned to be used consists mainly
of minor actinides, such as plutonium, neptunium, americium
and curium isotopes, whose neutron-induced fission cross
sections exhibit an effective threshold above 1 MeV incident
neutron energies. The incineration of these isotopes, which
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constitute a considerable fraction of the high radiotoxicity
component of nuclear waste, requires a fast neutron spectrum
to match the fission cross sections and transmute them into
nuclides with much shorter half-lives or into stable nuclei.
Thus, Generation IV systems are envisaged to make sustain-
able use of fuel resources and to minimise nuclear waste
and long-term waste management needs. Finally, they would
be inherently unattractive as sources of nuclear material for
military applications and provide increased physical security
against attacks.

An alternative option for nuclear systems that meet the
criteria described above is in sub-critical accelerator-driven
systems (ADSs) [83,84]. Their operation is based on the pro-
duction of high-energy neutrons via spallation caused when
charged particles, usually electrons or protons, are acceler-
ated at high energies (∼1 GeV) by LINACs or cyclotrons
and impinge on high atomic mass targets, such as tungsten,
depleted uranium, lead etc. A prominent advantage of these
systems is the ability to efficiently control the chain reaction
that powers the reactor, as well as the possibility to operate
in sub-critical conditions, since the neutron spectrum that is
injected in the reactor after the spallation can be instantly
cut off by simply stopping the accelerator. In addition, the
fast neutron spectrum of ADS makes neutrons the most suit-
able solution at present to incinerate and transmute long-lived
nuclear waste, such as plutonium and neptunium isotopes, by
using the nuclear waste of conventional reactors as fuel.

Apart from different reactor designs, the amount and avail-
ability of natural uranium resources, which comprise only
∼0.7% of the fissile 235U isotope, could become a limit-
ing factor for the long-term use of nuclear energy, thereby
increasing the interest for breeders which make full use of
the natural resources, like the well-known U/Pu cycle with
a fast neutron spectrum. In this respect, another fuel cycle is
considered, the Th/U cycle. Natural thorium does not con-
tain any fissile material and consists of 99.98% of the fertile
232Th which, through one neutron capture and two consec-
utive β-decays, leads to the production of the fissile isotope
233U. The main asset of this cycle is that it leads to a far
lower production of long-lived actinides which are the main
problem in a waste repository because they have to remain
confined over a geological time scale. This is due to the low
capture cross section of 233U and to the fact that the heavier
isotopes are burned through fission when they reach 235U by
neutron capture. Therefore, if the chemical partitioning of
the spent fuel is efficient enough, the wastes are radiotoxic
over a much shorter time scale. Concerning proliferation,
the isotopes involved in this cycle are not used for conven-
tional nuclear weapons and, most importantly, the 233U is
unavoidably contaminated by 232U which has a hard photon
of 2.6 MeV in its decay chain, making the fissile material
difficult to transport and easy to detect.

The above-mentioned solutions, which are in the R&D
phase, can make nuclear waste management more efficient.
Feasibility and sensitivity studies of these next-generation
nuclear reactor designs require the accurate and consistent
knowledge of cross sections of all involved reactions, mainly
of the neutron-induced reactions on minor actinides at ener-
gies that range from thermal up to tens of MeV. However,
severe discrepancies exist in the evaluations and the cross
section data in literature; thus, new accurate data are required
in order to reduce the uncertainties in the design of the pro-
posed systems. The importance of accurate nuclear data for
advanced reactor design and other applications is described
in the High Priority Request List (HPRL) of the Nuclear
Energy Agency (NEA) [85], while the needs and their target
accuracies are summarised by the Organisation for Economic
Co-operation and Development (OECD/NEA) [86].

The n_TOF neutron time-of-flight facility has provided
a considerable amount of experimental data relevant to the
pressing needs for advanced nuclear technologies since the
beginning of its operation in 2001 [87]. A detailed list of
the fission cross section measurements that were performed
during the three working periods of n_TOF (Phase-I in 2001–
2004, Phase-II in 2009–2012 and Phase-III in 2014–2018),
will be presented in Sect. 6.

2.4 Needs related to nuclear astrophysics

Neutron-induced, β-delayed and spontaneous fission reac-
tions play a key role in the nucleosynthesis of heavy ele-
ments that takes place in the universe following explosive
events like supernovae or neutron star mergers (NSM) [88–
90]. The recent multi-messenger observation, by means of
gravitational waves, γ -ray burst and other electromagnetic
radiation, of the neutron star merger event GW170817 [91]
has triggered a renewed interest in the so-called r -process
nucleosynthesis, i.e. the production of heavy elements by
means of rapid neutron capture reactions and subsequent β-
decay of the short-lived neutron-rich isotopes produced in
the process. The wealth of data collected in the GW170817
event, in particular on the associated kilonova [92], have pro-
vided precious information on the nucleosynthesis processes
that occur in the aftermath of NSM events, and more infor-
mation of this kind is expected in the future. The astonishing
progress in multi-messenger astronomy is now calling for
advances in the model description of r -process nucleosyn-
thesis of heavy elements.

In the explosive scenarios described above, the extremely
high neutron densities available lead to the formation of
nuclei heavier than iron, all the way up to unstable actinides.
Spontaneous, β-delayed and, to a lesser extent, neutron-
induced fission of these actinides produce fission fragments
that in turn act as seeds for a new cycle of rapid neutron
capture reactions. This process, referred to as “fission recy-
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Fig. 3 The r -process abundances in the solar system (solid symbols)
are compared to SKYNET [93] calculations performed assuming an
electron fraction Ye = 0.1, with and without fission recycling. Fission
processes are fundamental to reproduce the observed abundance dis-
tribution, in particular in the peak at A ∼ 130 and in the lanthanides
region (shaded area)

cling”, is predicted to play an important role in shaping the
r -process abundance distribution of heavy elements. The
effect of fission recycling is illustrated in Fig. 3, that shows
the final abundances expected from an expanding material
that experiences r -process nucleosynthesis. The calculations
have been performed with the SKYNET code [93] with a
reasonable value of the electron fraction Ye of 0.1 (such
value is representative of neutron-rich matter, as the one
dynamically ejected from a NSM event). Compared with
the observed solar system r -process abundances [94], the
calculation clearly demonstrate the fundamental role of fis-
sion recycling, generally believed to be responsible for an
important component of the observed r -process heavy ele-
ment abundances.

The r -process nucleosynthesis is computed by means of
theoretical models that couple the physical evolution of the
environment to a very large nuclear network (see for example
Refs. [95–98]). The calculations of the various nucleosyn-
thesis processes at play during those powerful events require
detailed and reliable nuclear inputs. In particular, fission recy-
cling relies on the fission rates and the mass distribution of
fission fragments for a number of heavy and highly unsta-
ble actinides. Current efforts aim at refining those nuclear
models so that they can provide a comprehensive and self-
consistent description of the fission process, and can be used
by stellar modellers to predict the behaviour of super-heavy
actinides. Research activity is concentrating on the optimi-
sation of various nuclear physics parameters, such as fission
barriers, nuclear level densities etc., that are at the basis of
most fission models. In this respect, new fission data on a
variety of actinides are needed, as the predictive power of

current nuclear models can only be improved by compari-
son with a large set of experimental results. We recall here
that, apart from neutron-induced fission cross sections, β-
delayed fission and spontaneous fission probabilities, models
are needed to predict the fission yield, i.e. the mass and charge
distribution of fission fragments that strongly affect the abun-
dance distribution, in particular in the mass region between
the second and third r -process peak (130 < A < 180). New
experimental data on fission are therefore essential for opti-
mising these nuclear models and increasing the predictive
power of nucleosynthesis models that use their output.

Current knowledge of r -process nucleosynthesis does not
allow one yet to unambiguously identify the dominating
fission channel(s) in r -process nucleosynthesis following a
NSM (see for example Ref. [99]). However, while β-delayed
and spontaneous fission cannot be extensively studied in lab-
oratories [3], neutron-induced fission reactions are exper-
imentally accessible at neutron facilities around the world.
In particular, thanks to the high luminosity of the neutron
beam, a wealth of fission data on actinides spanning from
230Th to 245Cm have been collected at the CERN n_TOF
facility CERN in its 18 years of operation. The higher flux
expected in the second experimental area (EAR-2) after the
installation of the new spallation target in the near future will
give a further boost to fission studies at n_TOF, allowing the
collaboration to study actinides with half-lives as short as a
few years.

Stronger constraints on fission models may come in par-
ticular from measurements of neutron-induced fission cross
sections and fission yields of an entire isotopic chain. In fact,
a combination of data for various isotopes of the same ele-
ment allows one to simultaneously study multiple-chance
fission, thus better defining relevant model parameters. One
of these chains regards curium. While 245Cm has already
successfully been measured at n_TOF in the past, new mea-
surements can be performed in the future on all other isotopes
of the chain, from 244Cm to 248Cm. Such data would repre-
sent a unique opportunity to refine fission models to be used
for calculations of fission recycling in r -process nucleosyn-
thesis. Another chain that has already been partially inves-
tigated at n_TOF regards plutonium, with 240Pu and 242Pu
already measured in recent years. These two isotopes could
be complemented with the short-lived 238Pu and 241Pu after
the installation of the new spallation target, providing data
on a rather long isotopic chain. It should be noted that avail-
able data are scarce and affected by large uncertainties on all
mentioned isotopes. In particular, very few data are available
on the fission yield. The use of a sophisticated 2E2v device
(the STEFF apparatus, described in Sect. 4.4), in combina-
tion with the unique features of the n_TOF neutron beam,
allows the collaboration to measure fission fragment distri-
butions with high resolution on the atomic mass and charge,
thus providing crucial data for model optimisation.
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Fig. 4 The layout of the n_TOF facility, showing the lead spallation
target and the two neutron flight-paths and corresponding experimental
areas, as well as the main beam-line elements. (The horizontal beam-
line is drawn much shorter than in reality for illustration purposes.)

3 The n_TOF facility

The n_TOF neutron time-of-flight facility became opera-
tional at CERN in 2001 with the aim of providing new and
accurate cross section data for neutron-induced reactions rel-
evant to fundamental and applied nuclear science. Neutrons
are produced by spallation reactions induced by 20 GeV/c
pulses of 7−8 × 1012 protons with a 7 ns (rms) width and a
maximum repetition rate of 0.8 Hz, delivered by the CERN
Proton Synchrotron (PS), impinging on a massive lead target.
The layout of the n_TOF facility is shown in Fig. 4.

The facility is based on an idea proposed by Rubbia [100]
and includes one experimental area (EAR-1) at the end of
an horizontal neutron flight-path approximately 185 m long,
commissioned in 2001 and a second one (EAR-2), con-
structed vertically above the neutron source at a distance of
approximately 19 m, commissioned in 2014. After the first
4 years of operation (Phase-I), the 80 × 80 × 60 cm3 spal-
lation target, made of lead blocks, had to be replaced due to
corrosion problems caused by insufficient cooling. The new
spallation target was installed and commissioned in 2008–
2009, when a new experimental campaign started (Phase-II).

The present spallation target, a cross section of which is
shown in Fig. 5, is a monolithic 1.3 ton lead cylinder, 40 cm
in length and 60 cm in diameter, surrounded by a circulating
1 cm water layer for cooling. Contrary to the original target
(2001–2004), in which a 5.7 cm water layer acted both as
coolant and neutron moderator, in the new target the moder-
ator system was decoupled from the cooling circuit to allow
the use of different materials to moderate the fast spalla-
tion neutrons and produce a white spectrum ranging down to
thermal neutron energy. Along the horizontal neutron beam-
line, the layer of cooling water is followed by a second 4 cm
thick layer of either de-mineralised water or borated water,
obtained with the addition of boric acid enriched with 10B
(1.28% H3BO3), for additional moderation of the neutron

4 cm moderator
(water / borated water)

Neutrons
to EAR-1

Protons

1 cm cooling
(water)

Lead
target

Aluminium
windowsProton

entrance
window

Target
vessel

Neutrons
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Fig. 5 A cross section of the n_TOF spallation target-moderator
assembly

Table 1 Comparison of the main features of the two experimental areas
currently in operation at n_TOF. For the beam size, the diameter of
the last collimator is given. The total number of neutrons per proton
pulse is given for the more commonly used setup with borated water as
moderator and per proton bunch of nominal intensity (7×1012 protons)

EAR-1 EAR-2

Energy range 10 meV–1 GeV 10 meV–100 MeV

Energy reso-
lution

10−4–10−2 10−3–10−2

Collimator
diameter (cm)

1.8/8.0 3.0/6.7

Number of
neutronsa

5.5 × 105 / 1.2 × 107 2.2 × 107 / 2.0 × 108

aValues for both collimator sizes

spectrum. The choice of borated water strongly affects both
the low-energy neutron spectrum, considerably suppressing
thermal neutrons, and the in-beam photon background, by
reducing the number of 2.223 MeV γ -rays from neutron cap-
ture by hydrogen, as shown in Sect. 5.3. More details on the
spallation target that has been in use for the last 10 years
(2008–2018), as well as on the effects of borated water, stud-
ied by means of extensive MCNP and FLUKA simulations and
verified during the dedicated commissioning campaign, can
be found in Refs. [101,102].

The neutron energy En is determined by means of the time-
of-flight (TOF) technique, by measuring the time elapsed
between the production of the neutron inside the spallation
target, i.e. the time-of-arrival of the primary proton beam on
the target, and the time of detection of a neutron-induced
reaction. Because of the stochastic nature of the moderation
process, neutrons entering the beam-line with a given energy
are recorded with different times-of-flight, due to a spread
in the time spent by the neutron inside the target-moderator
assembly, the so-called moderation time. The effect of the
moderation can also be viewed as a spread in the “effective”
flight-paths, i.e. the sum of a fixed geometrical distance and
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the moderation length, defined as the moderation time mul-
tiplied by the neutron velocity of the neutron when entering
the beam-line. The spread in the moderation length is respon-
sible for the energy resolution ΔEn of the neutron beam.
The distribution of the moderation length as a function of
the neutron energy represents the so-called resolution func-
tion of the facility. At n_TOF it has been studied for both
the horizontal and vertical beam-line by means of exten-
sive Monte Carlo simulations, using the GEANT4, FLUKA
and MCNP codes [101,103–106]. The distributions are typi-
cally non-Gaussian and highly asymmetric, with a shape that
strongly depends on the neutron energy, as shown in Sect. 5.3.
Together with the Doppler broadening, mostly dominant for
low neutron energy, and the time resolution of the proton
beam and of the detector system, that dominates in the high-
energy region (from a few MeV up), the resolution func-
tion of the neutron beam affects the overall energy resolu-
tion of the data collected at n_TOF, determining in particular
the broadening of measured resonances in the cross section.
The reliability of the predicted resolution function has been
confirmed through a comparison with experimental data by
analysing the reaction yield of well-known resonances, such
as the neutron resonances of the 25Mg, 56Fe, 197Au capture
reactions [105,106].

As a consequence of the long flight-path towards the first
experimental area (∼185 m), an excellent energy resolu-
tion, 10−4 < ΔE/E < 10−2 (0.06 for 1 GeV neutrons), is
achieved, while the shorter flight-path of the vertical beam-
line (∼19 m) leads to the worse, although still remarkable,
resolution of 10−3 < ΔE/E < 10−2, despite the fact that
the target assembly was not optimised for the vertical beam-
line, in terms of moderator thickness, at the time of its design
and installation in 2008. A comparison of the neutron beam
characteristics in the two experimental areas is reported in
Table 1.

Together with the high instantaneous neutron flux and the
wide energy range, the high energy resolution represents the
main advantage of the n_TOF neutron beams for measure-
ments of neutron-induced fission cross sections. In particular,
the high resolution of EAR-1 allows one to accurately study
the resolved resonance region (RRR), while the high flux of
EAR-2 is fundamental for measurements with high-activity
and/or low mass samples, as it minimises the relative contri-
bution of the background related to the radioactivity of the
sample and allows one to collect high-quality data in partic-
ular in the unresolved resonance region and for fast neutrons.
In this sense, the two experimental areas can be considered
complementary to each other and a combination of data col-
lected in both areas can provide, in some cases for the first
time, high-accuracy and high-resolution data in a wide energy
range.

Accurate measurements of neutron-induced reaction cross
sections require very good knowledge of the various features

of the neutron beam in the experimental area, in particular
its resolution function, previously discussed, its energy spec-
trum, i.e. the total number of neutrons entering the area as
a function of energy (determined from the time-of-flight),
the spatial profile and the neutron and γ -ray background in
and outside the beam. All these features may slightly change
depending on the spallation target. For this reason, a mea-
surement campaign specifically devoted to the neutron beam
characterisation has been performed for each spallation target
installed so far at n_TOF. In particular, a large effort is ded-
icated to the measurement of the neutron flux and its energy
dependence. As explained more in detail later on, the cross
section of neutron-induced fission reactions are mostly deter-
mined by means of the so-called ratio method, relative to a
standard or reference reaction (most commonly 235U(n,f))
in order to minimise systematic errors related to the knowl-
edge of the neutron flux. However, due to the non-smooth
behaviour of the reference cross section, the ratio method
cannot be used in some energy regions, such as in the resolved
resonance region, and it is more convenient to rely on the
neutron flux, that has a generally smooth behaviour in that
region.

The n_TOF neutron flux and energy distribution have been
determined by means of reference reactions, in particular
6Li(n,α), 10B(n,α) and 235U(n,f), using different detection
systems for different energy ranges, such as silicon detec-
tors, Micromegas detectors, a calibrated fission chamber
from Physikalisch Technische Bundesanstalt (PTB) and Par-
allel Plate Avalanche Counters (PPAC). More details on the
measurements and on the neutron flux characterisation for
the second spallation target (2008–2018) can be found in
Ref. [102]. Monte Carlo simulations have also been used to
complement the flux measurements, by means of major radi-
ation transport codes, i.e. FLUKA [107,108], GEANT4 [109–
111] and MCNP/MCNPX [53,54] and typically a fair agree-
ment is observed between experimental and simulated neu-
tron energy distribution, over the whole energy range [104–
106].

A final consideration regards the low repetition rate of
the pulsed proton beam that eliminates the so-called “wrap-
around” background even for very low neutron energies (or
equivalently, long times-of-flight). In fact, the minimum time
separation of 1.2 s between consecutive neutron pulses avoids
the overlap of neutron bunches, where slow neutrons from a
bunch would be identified as high-energy neutrons belong-
ing to the following one. Furthermore, the high neutron flux
within a small time interval (high instantaneous neutron
flux) limits the acquisition time and maximises the signal-
to-background ratio.

More details on the features of the two experimental areas
are provided in the following sections. A new spallation tar-
get, now under construction with the aim of replacing the old
one for the next experimental campaign (scheduled to start
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Fig. 6 Schematic view of the EAR-1 beam-line. The position of spe-
cific elements is given in metres from the centre of the spallation target.
(Drawing not to scale.)

in 2021), will further improve the features of the neutron
beams, in particular with higher flux and better resolution of
the EAR-2 neutron beam.

3.1 The first experimental area (EAR-1)

The first neutron beam is transported through a horizontal
vacuum tube over a distance of approximately 185 m and has
been used since the start of the facility in 2001. As shown
in Fig. 6, the vacuum tube consists of several sections of
stainless steel pipes with progressively reduced diameter and
two collimators inside a 200 m long time-of-flight tunnel.
The experimental area (EAR-1) is located inside the tunnel
centred at around 186 m from the spallation target. The beam-
line is extended for another 12 m after the experimental area
to the beam dump made of polyethylene and cadmium, in
order to minimise the effect of back-scattered neutrons.

Together with neutrons, an intense “flash” of γ -rays and
ultra-relativistic particles are produced in the spallation pro-
cess, giving rise to the so-called γ -flash. For charged parti-
cles, a sweeping magnet is placed on the beam-line, while
other backgrounds are minimised by appropriate shielding,
in particular after the two collimators used to shape the neu-
tron beam. The signal produced in the detectors by the γ -
flash can be used as the start time reference for the time-
of-flight measurement. The shielding walls along the tunnel
are made of concrete and iron and the two collimators are
placed at approximately 137 and 178 m from the lead target.
The first collimator is 2 m long with an inner diameter of
11 cm and an outer diameter of 50 cm. The second collima-
tor has an inner diameter of 8 cm for fission measurements
and a smaller diameter of 1.8 cm for capture measurements
(although fission measurements have also been performed
with the smaller collimator). The collimators are made of
steel and borated polyethylene, so as to moderate fast neu-
trons and capture the slow ones.

The first experimental area (EAR-1), a picture of which
can be seen in Fig. 7, is obtained by delimiting the final
section of the time-of-flight tunnel with two shielding walls
placed immediately after the last collimator, and before the
beam dump. At the start of the second campaign (Phase-

Fig. 7 Photo of the first experimental area (EAR-1). At the entrance
of the neutron beam, on the left side, the carbon-fiber chamber of the
SiMon (Silicon Monitor) apparatus, used to monitor the neutron flux,
is mounted directly on the beam-line. The beam-line layout is config-
ured according to the needs of each experiment. The total absorption
calorimeter (TAC) used for capture measurements permanently installed
in EAR-1 is also visible

II) in 2009, the area was equipped with several safety fea-
tures, so as to meet the requirements of a Type A Work Sec-
tor [112], where unsealed radioactive sources can be handled.
This modification represented a big step forward in particular
for fission studies, as it made possible to use fission cham-
bers with thin entrance and exit windows, thus minimising
the background induced by heavy structural material in the
beam. A more detailed description of the characteristics and
performance of EAR-1 can be found in Refs. [113,114] for
the experimental campaign of Phase-I and in Refs. [101,102]
for Phase-II.

3.2 The second experimental area (EAR-2 )

A big boost to the n_TOF fission programme came from the
construction of a second short beam-line and correspond-
ing experimental area at ground level above the spallation
target. The new installation, completed in 2014, was built
with the aim of allowing challenging measurements on short-
lived radioisotopes, considerably expanding the already rich
programme on neutron-induced reactions performed at the
n_TOF facility. For such isotopes, the count-rate in the first
experimental area (EAR-1) is dominated by the background
due to the radioactivity of the sample. A suppression of this
background component required a higher instantaneous neu-
tron flux, a goal that can be achieved by measuring closer
to the neutron source. To this purpose, a new experimental
area was designed and built, together with the corresponding
beam-line, at approximately 19 m distance from the spalla-
tion target, i.e. a factor of 10 shorter than EAR-1.

Since the spallation target is located underground, and
given the prohibitive cost and complexity of excavating a new
tunnel, the new area was conveniently built on the surface,
just on top of the spallation target (see Fig. 4), at the end of
a vertical beam-line [104]. Along the line, two collimators
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Fig. 8 A cross section of the EAR-2 beam-line (to scale), showing
the position of various components, such as the permanent sweeping
magnet and the two collimators, and the beam dump located on the roof
of the EAR-2 surface building

and a permanent magnet are used to shape the neutron beam
and sweep away charged particles, while a multi-layer beam
dump is placed on the top of the experimental area in order
to minimise the background in the experimental area and the
dose to personnel outside the installation (Fig. 8).

The second collimator, placed just below the floor of the
experimental area, was designed with a conical shape in
order to minimise the beam divergence and induced back-
ground. It consists of various layers of boron carbide, borated
polyethylene, steel and lead, and it produces a beam of ∼3 cm
diameter at the focal plane, located approximately 1.5 m
above the floor, where the experimental setups are typically
mounted. Similarly to EAR-1, the new area is classified as
a Type A work sector, being equipped with several safety
and radio-protection systems, as well as controlled ventila-
tion, thus allowing for the handling of unsealed radioactive
sources. This is a fundamental prerequisite for fission cross
section measurements, given that in general highly radioac-
tive actinide samples are mounted inside vacuum chambers
and detectors, equipped with thin windows and with gas cir-
culation, that therefore do not meet the requirements of a
“sealed source”. A picture of the interior of EAR-2 is shown
in Fig. 9.

After completion of the new measuring station, a compre-
hensive experimental campaign was undertaken for the com-
missioning of the neutron beam. In particular, the neutron
flux was measured in the whole energy range with differ-
ent detectors and using various reference reactions, i.e. the
6Li(n,t), the 10B(n,α) and the 235U(n,f) reactions. The results
have been reported in Ref. [115]. Figure 10 shows the total

Fig. 9 A photo of the second experimental area (EAR-2), with detec-
tors mounted along the vertical beam-line

Fig. 10 The energy distribution of the neutron beam in EAR-2 in
lethargy units, compared with the one in EAR-1

number of neutrons per proton bunch in EAR-2 compared
with the one in EAR-1, for the more commonly used small-
aperture collimators (see Table 1). A large gain is evident in
the figure, although this is partially due to a slightly larger
aperture of the collimator in EAR-2, relative to the one in
EAR-1. The gain depends on the neutron energy, going from
a factor of 100 around thermal energy, to a factor of 35 in
the eV and keV region, and a factor of 20 from 1 to approx-
imately 100 MeV, the maximum neutron energy reached in
EAR-2 (since high-energy neutrons are preferentially emit-
ted in the direction of the proton beam, their contribution in
the vertical direction is suppressed).

The large gain in the flux that characterises the neutron
beam in EAR-2 allows one to perform measurements with
samples of correspondingly smaller mass or in a shorter time.
Another advantage, relative to EAR-1, is related to the shorter
flight-path of the vertical beam, that results in a smaller time-
of-flight for a given neutron energy by approximately a factor
of 10. The combination of the higher flux and shorter time-of-
flight results in an increase of the signal-to-background ratio
of more than two orders of magnitude for the background
related to the radioactive decay of the sample. Such a very
large increase represents a breakthrough in fission studies,
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Fig. 11 Comparison of the amplitude spectrum recorded with a fis-
sion chamber in the 240Pu(n,f) measurement in EAR-2 (red histogram),
compared with the one measured in EAR-1. The large improvement of
the signal-to-background ratio obtained in EAR-2 is clearly evident

as it makes it finally possible to measure actinides with half-
lives as short as a few tens of years with a still reasonable
energy resolution compared, for example, to lead-slowing-
down spectrometers or to measuring stations of other TOF
facilities, at much shorter distance from the neutron source.
The commissioning campaign also aimed at characterising
the neutron beam spatial profile, its energy resolution and the
background induced by the neutron beam in the experimental
area. The results will be reported in a forthcoming paper.

The big improvement of the second experimental area for
measurements of fission reactions relative to EAR-1 can be
appreciated in Fig. 11, which shows the amplitude spectra of
signals recorded in Micromegas detectors in a measurement
of the 240Pu(n,f) reaction performed in EAR-1 (black line)
and in EAR-2 (red line). Even though a sample of only a few
mg was used to limit the background related to the α-particle
decay, in EAR-1 the count-rate of α-particles and the corre-
spondingly high pile-up probability (of two or more signals),
was much larger than the count-rate of fission events, making
it impossible to clearly identify the fission fragment region.
Conversely, in EAR-2 the fission events dominate over the
background, leading to much cleaner results, and ultimately
to a high-accuracy, high-resolution measurement of the cross
section for this reaction [116]. These results demonstrate the
enormous potential of the second experimental area in per-
forming challenging measurements of neutron-induced fis-
sion reactions on short-lived actinides.

4 Detection systems and samples for fission
measurements

Over the course of almost 20 years of operation, a rich exper-
imental programme on neutron-induced fission reactions has

been carried out at the n_TOF facility. Together with the very
convenient features of the neutron beam, the measurements
have benefited from high-performance detection and acquisi-
tion systems specifically developed at n_TOF, as well as from
new analysis techniques and the extensive use of the most
advanced Monte Carlo simulation tools. Finally, a key role
in the successful completion of the fission measurements has
been played by the sample preparation and characterisation,
which in many cases is in itself a challenging and delicate
task.

A large fraction of the fission programme at n_TOF has so
far regarded measurements of neutron-induced fission cross
sections, although a programme on the study of fission frag-
ment angular distributions has also been carried out recently,
and a dedicated setup for studying the FF-γ -ray correlation
has been installed in EAR-2 since a few years. Since the
first fission chamber used in Phase-I, the performance of the
experimental setups has constantly improved to fully exploit
the innovative features of the n_TOF neutron beam and to
cope with the very large flux of the second experimental
area, with the severe dead-time and pile-up problems, con-
sequence of the high count-rate, and with the harsh radia-
tion environment related to the neutron beam and the high
α-particle activity of the samples. The main characteristics
required are a high efficiency for fission fragments, low mass
for background minimisation, in particular along the neutron
beam direction, fast timing and low sensitivity to the γ -flash
in order to reach high neutron energies and, finally, high radi-
ation resistance.

Neutron-induced fission cross sections are typically mea-
sured at n_TOF by means of the so-called ratio method,
i.e. relative to a standard reaction. The reference reaction
most commonly used at n_TOF is 235U(n,f), considered stan-
dard at thermal neutron energy and between 150 keV and
200 MeV [42,117]. In this method, the fission cross section
of a nuclide AX is determined as a function of neutron energy
En according to the following equation:

σf(
AX, En) = ratio(En) × σf(

235U, En)

where σf (235U,En) is the energy-dependent cross section of
the neutron-induced fission of 235U and ratio(En) is the ratio
between the number of events recorded for the nuclide being
investigated and for the reference reaction, respectively, cor-
rected for the areal density of the samples, the detection effi-
ciency and other experimental effects (dead-time corrections,
neutron beam attenuation etc.), as summarised in the follow-
ing expression:

ratio(En) = (C − B)AX

(C − B)235U
× (N × ε × CF)235U

(N × ε × CF)AX
.
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Here (C−B) is the background-corrected count-rate, N is
the areal density of the samples, ε is the detection efficiency,
and CF stands for all other correction factors (including the
one for the angular anisotropy of fission fragments emis-
sion). The main advantage of the ratio method is that it min-
imises systematic uncertainties, since the energy-dependent
neutron flux cancels out, and other experimental effects, in
particular efficiency and dead-time corrections, mostly com-
pensate each other, provided that both the sample being
investigated and the reference one are measured simultane-
ously and in similar experimental conditions. In particular,
the samples have to be mounted inside the same detector,
and should have the same transverse dimensions and similar
thickness, so as to minimise efficiency and beam-related cor-
rections. With this method, overall systematic uncertainties
of a few percent can easily be obtained on the fission cross
section.

A final remark regards the measurement technique. At
n_TOF, two methods have been (and are currently being)
used for fission cross section determination. The most com-
mon one, used in conjunction with various fission chambers,
relies on the detection of one fragment per fission event. Sam-
ples are mounted inside the gas volume, so as to reach a
detection efficiency close to 100%. The second technique
relies on the coincident detection of both fragments emit-
ted in a fission event, and is therefore referred to as the
“coincidence method”. At n_TOF, this technique has been
used with a particular type of detectors, characterised by
very thin windows and low gas pressure, with the sample
mounted on very thin backings between a pair of such detec-
tors. While a lower efficiency is typically achieved in this
case, the coincidence method results in an extremely high
rejection of the α-background from the actinide samples, as
well as from other competing reactions with single particle
emission, and is therefore ideal for the measurement of short-
lived actinides.

In this section, the experimental setups used for the fission
programme at n_TOF are described and discussed, from the
various detectors developed and employed over the years,
to the sample preparation techniques, and finally to the data
acquisition system specifically designed to match the particu-
lar features of the neutron beam and of the detection systems.

4.1 The fast ionisation chamber (FIC)

The fast ionisation chamber (FIC) [118,119] is an ionisation
chamber with fast timing properties specially built at CERN
for measuring neutron-induced fission on minor actinides
at the n_TOF facility. This detector was developed within a
collaboration between the Joint Institute of Nuclear Research
(JINR), Dubna, the Institute of Physics and Power Engineer-
ing (IPPE), Obninsk (Russian Federation) and the EET group
of CERN. At the time of construction this detector presented
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Entrance window

Adjustable support

Pressure valves
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Removable cover

60cm

Targets and detectors

Fig. 12 Schematic view of the FIC detector used for fission cross sec-
tion measurements

advantages such as: (a) easy mounting in vacuum and simple
installation of radioactive samples, (b) a low amount of mate-
rial in the neutron beam (i.e. thin windows and electrodes)
and (c) a fast collection time for reliable operation at the very
high counting rates expected at n_TOF.

Two fission chambers of similar design were built to
comply with the safety regulations at CERN for the han-
dling of radioactive sources. The first type of detector was
designed for the measurement of isotopes with very high
α-activity (237Np, 234U etc.), following the requirements of
the ISO2919 standard as ISO/04/43323 (“sealed source for a
general neutron source application”). Another chamber was
also built with a simplified design, and used only as a neutron
flux monitor, operated with 235U and 238U samples.

As shown in the drawing of Fig. 12, the FIC detector con-
sists of a stack of cells mounted one after the other along the
beam direction. Each cell consists of three electrodes with a
diameter of 12 cm. The central 100 µm thick Al electrode
is actually the backing of the actinide targets, plated, usu-
ally on both sides, with a disk of the chosen actinide isotope,
typically of 5 or 8 cm diameter. The external Al electrodes,
15 µm thick, are used to apply the electric field in the active
gas-filled volume of the detector cell, which was typically
600 V/cm. In this way, two separate active detection volumes
are created, but the corresponding signals are taken through
the same DAQ channel, so in the end there is one signal
coming out from each cell. The stack of cells was placed in a
sealed Al chamber, filled with a fast Ar:CF4 mixture (90 : 10)
at 720 mbar.

The principle of operation of the FIC for fission cross sec-
tion measurements is the recording of the energy deposited
in the detector gas by the fission fragments produced in very
thin targets. The detector gas is in physical contact with the
target in order to reduce the energy lost by the fission frag-

123



Eur. Phys. J. A (2020) 56 :48 Page 17 of 49 48

ments before entering the detection volume and to obtain
a solid angle coverage very close to 2π (one fragment is
detected from each fission reaction). The FIC operates in the
ionisation mode, i.e. the ion pairs created by the incoming
particle are detected without further multiplication. The typ-
ical FIC signal has a FWHM of ∼200 ns. The neutron flux
attenuation through the chamber electrodes was calculated
with Monte Carlo simulations to be a few per thousand for
one plate and less than 1% for the whole chamber hosting 16
actinide targets.

The FIC detector has been used for fission cross section
measurements at n_TOF since the beginning of its opera-
tion, providing interesting results for several isotopes, such
as 233U [120,121], 234U [46], 236U [122], 238U [73,123],
237Np [124], 241Am [125], 243Am [126] and 245Cm [127].
More details on these measurements and results are presented
in Sect. 6.

4.2 Parallel plate avalanche counters (PPAC)

An important setup used at n_TOF for studies of fission reac-
tions is based on parallel plate avalanche counters (PPAC)
for the detection of fission fragments. A PPAC is made of
three electrodes, a central anode surrounded by two cath-
odes, defining two detecting gaps of 3.2 mm thickness. The
detecting medium is low-pressure octofluoropropane (C3F8)
maintained at 4 mbar (absolute value). The electrodes are
made of 1.7 µm thick mylar foils, coated with aluminium or
gold. For the anode the coating is uniform and double sided,
whereas for cathodes it is divided into 2 mm wide strips to
allow for a localisation of the avalanche by using a delay
line. In order to be detected, a fission fragment coming from
outside the counter has to cross a cathode. If it crosses also
the anode it is seen in both gaps and, as the strips of the
two cathodes are perpendicular to each other, the detector
can record the X and Y coordinates of the fission fragment
crossing point.

The peculiarity of the measurements with PPACs is that
both fission fragments are detected in coincidence. This fea-
ture, combined with a very fast timing response of the device
(of a few ns), makes the PPAC setup practically insensi-
tive to the background related to α-particle decay of the
isotope being measured, so that an extremely high signal-
to-background ratio is obtained even for highly radioactive
samples. For this reason, PPACs can be suitably employed
for measuring the fission cross section and fission fragment
angular distribution of several actinides, including those with
short half-lives.

In order to apply the coincidence technique, a detection
cell is made of a sample surrounded by two PPACs, as shown
in Fig. 13. As a consequence, the backing supporting the
deposited layer of the isotope being measured has to be
thin enough to allow the backward-emitted fragment to be

Fig. 13 Fission detection with the coincidence method, using two
PPACs on either side of an actinide sample. The fission fragments emit-
ted from the target cross the detectors and the coordinates of the crossing
points are obtained from the localisation delivered by the two delay lines
in each detector

Fig. 14 The experimental setup with PPAC and actinide samples,
assembled for Phase-I at n_TOF. Ten detectors and nine samples are
mounted inside a vacuum chamber perpendicularly to the neutron beam

detected. In the case of actinides the backing is made of an
aluminium foil, 2 µm or 0.7 µm thick, on which the actinide
is deposited by electroplating.

In measurements performed at n_TOF during Phase-I, the
detector assembly was made of a stack of ten PPACs inter-
leaved with 9 samples, mounted perpendicularly to the neu-
tron beam, as illustrated in Fig. 14. As a result, each PPAC
detector views two different samples. The size of the actinide
deposit is a disk of 8 cm in diameter, covering the beam spot
size, and the active area of PPACs is 20 × 20 cm.

Since the second experimental campaign (Phase-II) a
tilted geometry was used, in which the detectors and sam-
ples are mounted at an angle of 45◦ relative to the neutron
beam direction. In this case as well, the full setup consisted
of ten PPACs and nine samples, as shown in Fig. 15, where
a photo of the setup is also shown. The targets and PPACs
are identical to those used in Phase-I. The motivations and
advantages of this tilted geometry are explained later.

As previously described, fission cross sections of a given
actinide are obtained relative to a reference cross section.
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Fig. 15 PPAC and target assembly layout for Phase-II (top drawing).
Ten detectors and nine samples are mounted in the scattering chamber
tilted by 45◦ with respect to the neutron beam direction, as seen in the
photograph. The sample holders are visible between the PPACs

In measurements with the PPAC setup, 235U is used as ref-
erence, so that a well-characterised 235U sample is always
included among the nine samples mounted in each measure-
ment. In the analysis, the reference cross section of 235U
based on ENDF/B-VII.0 is used below 30 MeV, comple-
mented by JENDL-HE at higher energy, while above 200
MeV the in-house evaluation outlined in Sect. 2.2 is also
available.

In the first n_TOF experimental campaign, the neutron-
induced fission cross section of several isotopes was mea-
sured with the PPAC setup, namely 232Th, 233U, 234U, 238U,
237Np, 209Bi and natPb. More details on these measurements
and results are presented in Sect. 6. In all these measure-
ments, the localisation on the cathodes was not yet working
so that the fission events where recognised only as a coin-
cidence between the anode signals from detectors placed on
either side of the sample. In such situation the event was
detected as soon as both fragments reached the entrance of
the detecting gap.

The main advantages of the PPAC setup are its fast time
response (anode signal of 9 ns FWHM) and the very low
thickness of material present in the neutron beam. This last

Fig. 16 237Np cross section measured in EAR-1 with the PPAC system,
using the 235U evaluated cross section as reference [69]

feature, combined with the low gas pressure, makes the detec-
tor essentially insensitive to the large flux of prompt γ -rays
and relativistic particles generated in the spallation target, the
so-called γ -flash, that reach the experimental area, as well
as to recoils from neutron scattering inside the detector vol-
ume. The combination of the fast timing and low sensitivity
to the γ -flash results in the detection of fission signals even at
very short times-of-flight, or equivalently at very high ener-
gies. In fact, PPACs allow the n_TOF Collaboration to study
fission reactions up to 1 GeV, providing data in the high neu-
tron energy region, which cannot be obtained at any other
neutron facility in the world. Several interesting results have
indeed been obtained so far with this unique beam–detector
combination in an energy range covering almost 11 orders
of magnitude, from thermal neutron energy to 1 GeV. Fig-
ure 16 shows the 237Np cross section measured at n_TOF in
the range of 0.7 eV–1 GeV. A rather unique feature of the
setup is that in the same measurement the resonance region
and the high-energy region can be covered.

An important factor in the measurement with the PPAC
system is the detection efficiency. Since the coincidence
between the two fission fragments is required to identify a
fission reaction and because the backward-emitted fragment
has to cross the sample backing, the efficiency is typically
lower than in the case of an ionisation chamber. In particular,
the efficiency is defined by the limiting angle at which the
fragment is stopped in the dead layers of the backing or the
entrance PPAC window (acting as the cathode). It should be
noted that the geometric active area of the detectors is larger
than this limit and does not affect the efficiency. Based on
the fact that all electrodes and backings have the same nom-
inal thickness, it was assumed that the limiting angle was
almost the same for all samples, so that the ratio of efficien-
cies departs from unity by a small amount estimated from
known differences, like the thickness of the actinide layer
and its oxygen and hydrogen content. From simulations the
efficiency for isotropic emission can be estimated to be about
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0.65. However, the angle cut (or limiting angle) implies a
good efficiency at 0◦ and a complete insensitivity at 90◦. This
behaviour makes the global detection efficiency dependent
on the anisotropy of the fission fragment angular distribution,
which in turn depends on the neutron energy. To avoid such a
drawback, the tilted configuration was introduced in Phase-II
for measurements of the neutron-induced fission cross sec-
tions and of fission fragment angular distributions (FFAD).
In this configuration, the PPACs are mounted at 45◦ relative
to the neutron beam direction. Another improvement intro-
duced in the setup in Phase-II was the identification of the
crossing point of each fragment through the detector, thanks
to the position-sensitivity of the cathode. This feature allows
one to reconstruct the fission trajectory, i.e. the line defined
by the two crossing points. In this respect, it should be con-
sidered that in principle the fission trajectory is a straight line
in the centre of mass system, while in the laboratory system
the fragment velocities are not aligned with this trajectory,
due to the boost imparted by the incoming neutron. How-
ever, simulations show that the line joining the FF crossing
points in the detectors is a good approximation of the fis-
sion trajectory in the center-of-mass even up to 1 GeV [128],
due to the limitation of the linear momentum transfer at high
energy [129].

The motivation of the tilted geometry is two-fold. As pre-
viously mentioned, in the perpendicular geometry, an angle
cut prevents to probe the fission fragment distribution at large
angles with respect to the neutron beam. As a consequence
the efficiency is very sensitive to the FFAD, as well as on
the sample thickness, both of which have to be known with
good accuracy in order to calculate efficiency corrections. On
the contrary, in the 45◦ setup the efficiency is almost inde-
pendent of the angular distribution because its dependence
on the FF emission angle is almost flat and, most impor-
tantly, it is not affected by a limiting angle. Figure 17 shows
a comparison of the simulated efficiency, as a function of the
emission angle, for the perpendicular and tilted configura-
tion [128]. The advantage of this last setup is evident in the
figure.

Another advantage of the tilted configuration is that it
allows one to experimentally determine the efficiency for
each sample, without the need of simulations. This last fea-
ture can be explained as follows: the fission trajectory can
be defined by the polar and azimuthal angles θ and ϕ with
respect to the beam axis, as well as by the angles θ ′ and
ϕ′ relative to the axis normal to the detectors and samples.
The geometrical efficiency depends only on θ ′ whereas the
FFAD is a function of θ . However, a correspondence exists
between these two angles. In particular, a given value of
the emission angle θ corresponds to a range of θ ′, with
varying ϕ and ϕ′. The variation of the fission rate in this
interval goes exactly as the efficiency. By taking differ-
ent θ values the efficiency can be re-constructed by pieces
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Fig. 17 Detection efficiency as a function of the FF emission angle θ

for the two geometrical configurations of the PPACs used at n_TOF [73]

knowing that it should be equal to 1 at θ ′ = 0 (trajec-
tory perpendicular to detectors and samples). Conversely at
a given θ ′ the efficiency is constant and the θ dependence
of the fission rate is proportional to the angular distribution
[130].

In summary the tilted setup allows one to probe all angles,
and to disentangle the angular distribution from the detection
efficiency. From this procedure the efficiency ε(cos θ ′) and
the angular distribution W (cos θ) can be obtained, thus pro-
viding an additional important information on the fission pro-
cess. More details on the procedure can be found in Ref. [130]

Examples of FFADs determined with the PPAC in the
tilted configuration are shown in Fig. 18 for the cases of
235U and 232Th. In the former case an isotropic emission
is expected below 100 keV due to the low l partial waves
involved (l = 0 is dominant) and due to de-orientation of
the spin of the target. The measurement indeed shows a flat
angular distribution, as can be observed in the figure, from
the behaviour of the angular anisotropy, defined as the ratio
W (0◦)/W (90◦). On the contrary, in the case of 232Th the
initial spin is 0 and the FFAD becomes very sensitive to the
angular momentum l involved and to the projection K of
the spin along the fission axis. At the vibrational resonance
around 1.6 MeV, the anisotropy is known to be lower than 1,
as shown in Fig. 18.

4.3 Micromegas detectors

The Micromegas (MICRO-MEsh GAsesous Structure) detec-
tor [131,132] is a micro-pattern gas detector (MPGD). It dif-
fers from a conventional parallel plate avalanche chamber,
which features a single gas volume between the anode and
cathode, in that the gas volume is separated into two regions:
a conversion (or drift) region, whose width can vary from
several hundreds of µm to a few cm, and an amplification
region, typically up to 100 µm wide. These two regions are
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separated by a porous “micromesh”, a thin (∼5 µm) conduc-
tive layer with holes with a typical diameter of a few tens of
µm in a triangular lattice pattern with a typical pitch between

Fig. 18 Angular distributions obtained for 235U for low neutron ener-
gies and for 232Th at the level of the 1.6 MeV vibrational resonance.
The error bars account for statistical uncertainties. The lines are fits
with symmetric Legendre polynomials of degree 4. More details can be
found in Ref. [130]

Fig. 19 A photograph of a micromesh obtained with a digital micro-
scope from a Micromegas detector used at n_TOF. The holes have a
diameter of 40 µm and are distributed in a triangular pattern with a
100 µm pitch. (Courtesy: A. Teixeira, CERN)

several tens and a few hundreds ofµm, such as the one shown
in Fig. 19.

The basic principle of operation of the Micromegas is
illustrated in Fig. 20. The detection of ionising particles is
based on the electron-ion pairs that are produced by the par-
ticles in the drift volume. The weak field that is applied in
this region (∼1 kV/cm) is high enough to prevent recom-
bination of the electrons, but it is still below the gas mul-
tiplication threshold and drives the electrons towards the
micromesh. The electron multiplication takes place in the
narrow amplification region where the electrical field is of the
order of 50 kV/cm. This fast amplification process results in
an improved signal-to-noise ratio and in practically 100%
detection efficiency for particles depositing even a small
amount of energy in the gas.

The electrical field in both the drift and amplification gaps
is homogeneous, but the large ratio between the electrical
field values in the two regions causes the field lines at the
centre of the micromesh holes to be highly compressed and
to exhibit a funnel-like shape [133,134]. Thus, with a high
enough ratio, the micromesh becomes 100% transparent to
the drifting electrons, while it is ensured that the positive ions
produced in the amplification region are all captured in the
micromesh and do not enter the drift region to create fur-
ther electron-ion pairs. Under these conditions, since each
electron avalanche is of roughly the same size, the detector
operates as a proportional counter, with the generated signal
being proportional to the number of electron-ion pairs pro-
duced by the detected particle. The dependence of the mesh
transparency on the ratio of the two electrical field strengths
is plotted in Fig. 21, showing that for sufficiently high field
ratios the electron collection efficiency reaches a plateau. Val-
ues near the beginning of the plateau are chosen in order to
maximise the transparency while minimising the probability
of sparking in the detector.

In the “microbulk” [135,136] variant used at n_TOF, the
kapton layer between the micromesh and the anode is etched

Micromesh
(5 m copper)μ

Sample
(3-8 cm)

Cathode

Kapton

Drift volume
(~1 kV/cm)

Amplification region
(~50 kV/cm)

e_

5-10 mm

μm05

Anode

~10 cm

Fig. 20 An illustration of the basic principle of operation of a
Micromegas detector (not to scale). An ionising particle (e.g. a fission
fragment) ionises the gas in the drift region. The ionisation electrons

drift towards the micromesh and are multiplied inside the amplification
region, inducing a signal. Indicative values are given for the electrical
field strengths and dimensions
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Fig. 21 The electron transparency (in arbitrary units, normalised to its
maximum value) measured as a function of the ratio of the electrical
field strengths in the amplification and drift regions Eamp/Edrift , while
applying a constant voltage to the micromesh of a Micromegas detector
with a 50 µm amplification gap filled with an Ar:CF4:isoC4H10 gas
mixture. A plateau is reached for values above roughly 60

only at the location of the holes, leaving the rest intact to act
as a support for the micromesh. This guarantees the flatness
of the micromesh and therefore a constant width of the ampli-
fication region, as opposed to the use of pillars employed in
the past. At the same time, the low thickness of the detector,
consisting of a few tens of µm of kapton and copper, con-
stitutes one of the major advantages of Micromegas detec-
tors for use in neutron measurements. The minimal mass
of the detector ensures a negligible perturbation of the neu-
tron beam along the detector-sample assembly, suppressing
sources of systematic uncertainty. Furthermore, neutron and
neutron-induced backgrounds produced by the interaction of
the neutron beam with the detector material are also min-
imised.

In measurements at n_TOF, the sample backing acts as
the detector cathode, with the sample deposit facing the con-
version region, as shown in Fig. 20. Typically, drift gaps
of about 5 mm have been adopted for fission measurements,
with an electrical field strength of about 0.5 kV/cm in the drift
region, leading to an estimated electron drift velocity of the
order of 10 cm/µs and a maximum drift time of 50 ns. With
a gap of 5 mm, neither α-particles nor fission fragments are
expected to deposit their entire energy, unless they are emit-
ted at large angles. Nevertheless, due to the different energy
loss profiles along the paths of the two types of particles,
the highest ratio between the deposited energies of fission
fragments and α-particles—and therefore a better separation
between the two—is obtained with a gap of a few mm, which
is significantly shorter than the range of the particles in the
gas.

The Micromegas detectors used at n_TOF have an amplifi-
cation gap of 50 µm and a field of about 50 kV/cm is applied
in this region. The dependence of the detector gain on the
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Fig. 22 A typical gain curve obtained with a Micromegas detector with
a 50 µm amplification gap filled with an Ar:CF4:isoC4H10 gas mixture,
with the voltage applied to the cathode kept constant at 600 V. The gain
(here arbitrarily set equal to 1 for an electrical field in the amplification
region Eamp=40kV/cm) changes exponentially with the electrical field
strength Eamp (an exponential fit of the data points is shown, dashed
line). Typical values of the absolute gain are between 103 and 105 [135]

electrical field strength in the amplification region (for a given
voltage applied to the cathode) is shown in Fig. 22. Knowl-
edge of the detector gain curve allows one to estimate the
change of the micromesh voltage needed to obtain a desired
variation of the gain. Although not needed for the optimisa-
tion of the experimental setup, the absolute value of the gain
can be determined with a dedicated study. Typical gain values
for microbulks with a 50 µm amplification gap are between
103–105 [135], however, lower gain values between 102–103

are sufficient for the detection of fission fragments. In gen-
eral, the high voltages are set to values suitably chosen so as
to suppress the α-background while still recording clear fis-
sion signals and taking full advantage of the digitiser range.
It should be noted that, under these low-gain conditions, the
detectors also display a negligible sensitivity to γ -rays which
are present in the neutron beam and are further generated by
neutron interactions in beam-line elements, such as collima-
tors and vacuum windows, and in the detectors themselves.

The good time resolution of a detector is a crucial aspect
for time-of-flight measurements in order to achieve the best
possible determination of the time-stamp of each recorded
signal. A fast time response is also important when high
counting rates have to be tolerated, as it minimises pile-up
effects that require special treatment during the analysis, as
described in Sect. 5.2. In the Micromegas detector, signals
with a FWHM of 50–200 ns can be obtained depending on
the configuration (gas, drift gap, drift field) and the signal
shaping and amplification method which is generally the
dominant factor in determining the time characteristics of
the signal. Using the proper sampling rate for signal digiti-
sation and pulse-shape analysis techniques, as described in
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Fig. 23 A setup consisting of ten Micromegas detectors, coupled with
six 241Am samples and two 235U and 238U reference samples, before
insertion into the chamber

Sect. 5.1, a time resolution of the order of a few ns can be
achieved.

The Micromegas detectors are housed in aluminium alloy
chambers that can hold up to ten sample-detector mod-
ules, which are fixed on an internal support frame in such
a way as to be perpendicular to the beam axis (Fig. 23).
The entrance and exit windows of the chamber are made of
25 µm-thick kapton and have a diameter of 15 cm, much
larger than the neutron beam size for any collimator configu-
ration at n_TOF. The detectors are operated with a circulating
Ar:CF4:isoC4H10 gas mixture (88 : 10 : 2) at a pressure of
∼1 bar and the outflow is filtered to prevent and detect any
escape of radioactive isotopes. A number of reference sam-
ples are also placed in the chamber along with the studied
samples in order to deduce the fission reaction cross section
from the ratio method previously described. The commonly
adopted reference reactions, covering various energy ranges,
are 235U(n,f), 238U(n,f) and 10B(n,α).

While the relatively simple construction of the detector
contributes to its robustness and long-term stability, it has
been observed [137] that prolonged exposure (about 1 year)
to high α-activity samples (∼8.5 kBq/mm2) can lead to sig-
nificant physical damage to the micromesh, contributing to
a gradual deterioration of the electrical field near the holes
and of the overall detector performance. This issue has been
addressed in recent measurements by taking advantage of the
increased neutron fluence in EAR-2 to shorten the measure-
ment time to about 4–6 weeks and by operating the detectors
at lower gain. No deterioration was observed under these
conditions with samples of similar activity.

Until today, Micromegas detectors have been used at
n_TOF for fission measurements on 240Pu [116], 242Pu [138,

139] and more recently on 230Th [140], 237Np [141] and
241Am [142], taking advantage of the increased neutron
fluence in EAR-2. Furthermore, different setups based on
Micromegas detectors have been used for neutron beam char-
acterisation and monitoring [115], for fission tagging in cap-
ture measurements of fissile isotopes (see Sect. 4.5), for (n,α)
reaction studies [143] and for the characterisation of the spa-
tial profile of the neutron beam using a recently developed
variant with both mesh and anode electrodes segmented into
strips [144].

4.4 The SpecTrometer for Exotic Fission Fragments
(STEFF)

Since the 1960s there have been many measurements of fis-
sion yield and fragment kinetic energy distributions for spon-
taneous and neutron-induced fission of actinide nuclei[145].
These measurements have been performed by a variety
of methods, including both radiochemical analyses and
event-by-event fragment-detection experiments. The event-
by-event measurements may be broadly separated into dif-
ferent categories according to the technique used to obtain
the fragment mass A : 2E measurements, in which both fis-
sion fragment energies are measured; 2v measurements, in
which time-of-flight measurements are made for both frag-
ments; Ev measurements, in which the energy and the time-
of-flight are measured for one fragment and the other frag-
ment is typically undetected; mass-separator measurements
(such as those performed using the Lohengrin [146,147]
setup), in which mass, energy and charge-state distributions
are obtained for one fragment.

These approaches have their own strengths and limita-
tions. Since the parent fissioning nucleus has effectively zero
momentum in the lab frame, either the measurement of two
energies or two velocities gives the experimentalist the mass
ratio of the fragments. In the 2E and 2v approaches, the
energies and velocities are measured post neutron-emission,
placing limitations on the accuracy due to the assump-
tions that must be made about the prompt neutrons. The
2E method suffers the most; with velocity measurements
it can be assumed that the neutron emission is isotropic in
the centre-of-mass frame such that on average the veloci-
ties are unchanged [148]. However, the 2E approach has an
advantage in that it can be performed in very close geome-
try with a windowless double-gridded ion chamber, yielding
good energy resolution, high efficiency and angular distribu-
tions [149], but nevertheless it does not give atomic number
sensitivity, due to uncertainty over the fragment velocities.
Mass spectrometers and Ev devices do not make assump-
tions about neutron evaporation. However, since these mea-
surements are made on one fragment only there is no direct
handle on the number of neutrons evaporated in a given event.
Also, while Lohengrin gives unsurpassed mass resolution,
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Start MCP

MCP

Fig. 24 The STEFF device in the new configuration for EAR-2 shown
as a section in a vertical plane through the centre-line of the spectrome-
ter. The neutron beam travels from bottom to top in the figure. The TOF
arms contain the START detector and two STOP detectors. The short
arms have STOP detectors (MCP1 and MCP2) but no STARTs

the relatively small solid angle requires the use of very high
fission rates in the target. This, and the prohibitively long
(few microseconds) flight-time, prevents the use of γ -ray
detectors close to the target in experiments that measure the
correlation between prompt γ radiation and the mass and
kinetic energy of the fission product; isomeric γ -rays may of
course be studied at the spectrometer focal plane. None of the
above event-by-event methodologies make a direct measure-
ment of the atomic number Z of either of the fission frag-
ments, to which, by contrast, radiochemical measurements
are sensitive.

The STEFF spectrometer, shown in Fig. 24, is a 2E2v

device with Z sensitivity, i.e. it measures the energy and
time-of-flight of both fission fragments to obtain A (to ±4
u), in addition to the specific energy loss of the fragments
in isobutane (for Z determination to an accuracy of around
1%). The measurement of the kinetic energy for both frag-
ments allows for the determination of the fragment excitation
energy E� distribution and the segmentation of the anodes
allows for measurement of the direction (θ, φ) of the fission
axis (to an accuracy of ±2◦). The γ -ray detection is per-
formed in an array of 12 NaI scintillators around the target
that may be augmented (or replaced) by faster detectors, such
as LaBr3 scintillators. In the n_TOF programme the array of
scintillators is used to make measurements of the γ -ray total
energy spectrum and γ -ray multiplicities in conjunction with
the measurement of A, Z , E, θ, φ and E� of the fission frag-
ments. This allows one to perform a complete analysis of the
fission process to within the above-mentioned resolution of
STEFF.

The motivation for studying a large set of parameters of the
fission process in one experiment lies in the ability to address
correlations of relevance to the fission mechanism and to bet-
ter determine nuclear data of relevance to the nuclear indus-
try. The array of scintillators, labelled in Figs. 24 and 25,
together with the capability to measure the contributions of

2

1 9
6

73

85

4

Fig. 25 STEFF installed in EAR2. Numbered components are: (1)
MWPC 1 (Stop 1), (2) Bragg 3, (3) Bragg 3 MCP, (4) LaBr3, (5) Neu-
tron beam-line, (6) NaI, (7) Bragg 4 MCP, (8) Bragg 4, (9) MWPC 2
(Stop 2)

prompt neutrons and prompt γ -rays by time-of-flight, allow
one to determine γ -ray multiplicity and energy distributions
as a function of the fragment mass. The prompt γ -ray distri-
butions are of significant importance to the development of
fast reactors. About 10% of the total energy released in the
reactor core is in the form of γ -radiation. Of this contribution,
40% is emitted before β-decay and 30% comes from the later
decay of the fission products. Since the other sources of γ -
radiation (radiative capture and inelastic scattering reactions)
are smaller in their contribution and considered to be better
known, the details of the prompt flash is the major uncertainty
in calculating the γ -heating in a reactor. In a fast reactor, the
γ -heating of the fuel-free assemblies is significant, due to the
relatively easy propagation of the γ -radiation and is a major
contribution to the total energy release in uranium oxide or
mixed-oxide cores. Much of the data that contribute to cur-
rent nuclear data libraries regarding the total γ -ray energy,
multiplicity and spectrum shape dates from the early 1970s
(e.g. Refs. [150–152]) and shows significant variations (on
the level of 15% in the measured total energy). The NEA
high-priority request list has prompted recent experiments to
address these uncertainties, e.g. Refs. [153,154].

Figures 24 and 25 show STEFF installed at the EAR-2
station with the large collimator which offers the maximum
neutron flux at n_TOF currently. In a measurement, the target
is angled with respect to the beam axis, so that the beam spot
fully covers the fissionable material and the effective thick-
ness to the various fragment detectors is minimised in order
to reduce straggling within the target; for a typical target of
5–8 cm diameter this results in an optimum angle of 20◦–
50◦ to the vertical. STEFF has thus far been used to measure
neutron-induced fission on 235U[155] and 239Pu with an 8 cm
diameter 100 µg/cm2 and 5 cm diameter 30 µg/cm2 target,
respectively. The 235U measurement can be considered typi-
cal and representative of the various detector capabilities. For
this setup, a binary fission rate is measured in Braggs 1 and 2
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Fig. 26 Digital traces for the Start, Stop and Bragg detectors on the
main axis of STEFF for a single fission event. The fragment velocity
and energy can be extracted allowing determination of the fragment
mass. The rising edge of the anode signal can be used to determine the
range of the fragment in the gas, and the differential energy loss dE

dx ,
both of which depend on the atomic number of the fragment

of ∼0.5 events per neutron pulse with 2E and 2v information
with a further five fission events per neutron pulse detected
without velocity information. This is as expected from the
total fragment acceptance detection solid angle of 0.134 sr
combined with the intrinsic start-stop efficiency of 50%.
A typical STEFF experiment at n_TOF receives 0.5 × 106

pulses and thus a total of over 106 fission events are recorded
with around 10% of events with full 2E2v information. Fis-
sion events are recorded for the full range of neutron ener-
gies available at n_TOF EAR-2, however, some of the detec-
tors are unable to measure the most energetic neutrons due
to being blinded by the γ -flash and interaction of the most
energetic neutrons with the counting gas and internals of the
detectors. The gas ionisation chambers are situated far from
the beam centre, therefore are almost completely unaffected
by the γ -flash and thus can detect fission fragments at all
available neutron energies at EAR-2. The timing detectors
are only able to detect fragments after the γ -flash signal and
for these, the start detector is the limiting factor which is able
to detect fission up to neutron energies of ∼30 MeV, cover-
ing a range still very suitable for technological applications.
Digital traces are shown in Fig. 26 where correlated timing
and energy signals from a single fission event are apparent.
In this example event, an MCP start signal and MWPC stop
signal are recorded ∼80 ns apart, corresponding to the frag-
ment time-of-flight and the fragment energy is recorded in the
amplitude of the ionisation chamber anode and Frisch-grid
signals.

The prompt γ -ray information from fission is measured by
the array of scintillators which suffer from the large neutron
and γ background present in EAR-2; here they are saturated
well beyond the γ -flash and are limited to below ∼100 keV
neutron energies. Here, the signal to background rate is still
extremely low (0.001), however, the time of each fission event
is determined with ∼600 ps resolution, therefore coincidence
timing gates allow prompt fission γ -rays to be clearly identi-

fied. The typical raw experimental observables from a STEFF
measurement are shown in Fig. 27 collected over a period of
12 h. Analytical techniques and procedures are then applied
to extract the nuclear data associated with these observables.

4.5 The fission-tagging setup

A new fission detector was recently developed at n_TOF
for measurements of the neutron capture cross sections of
actinides in conjunction with the total absorption calorime-
ter (TAC) [156]. When measuring fissile isotopes with a
large fission-to-capture ratio, fission γ -rays produce a large
background underneath the capture γ -ray spectrum that may
be extremely difficult to disentangle. One possibility in this
case is to mount the samples inside a highly efficient fission
detector, so as to identify fission events and reject the cor-
responding fission γ -rays on an event-by-event basis. This
technique, called “fission tagging”, can also be used to mea-
sure the capture-to-fission ratio of major actinides, an impor-
tant quantity for reactor technology.

For an efficient tagging of the fission γ -rays, a com-
pact, multi-stack fission detector has been developed, that fits
inside the n_TOF total absorption calorimeter, the 4π BaF2

detector system permanently installed in EAR-1 (Fig. 7). A
first measurement had been performed in the past with a
detector based on microbulk micromegas technology [135,
136]. The technique proved to be reliable and capable of
producing high quality data on the capture-to-fission cross
section ratios [157,158]. However, the copper present in the
electrodes produced a large background that prevented us
from measuring capture cross sections with sufficient accu-
racy above a few hundreds of eV neutron energy [159,160].

The development of a new fission chamber focussed on
different points: compact design, fast and heavy ionising
gas and optimised electronics to ensure unambiguous α-
particle/fission fragment discrimination; very low mass of
structural material to avoid neutron scattering background as
well as parasitic reactions; and finally, a reasonable amount
of sample material, so as to obtain sufficient statistics in a
reasonable time. This development was based on an exist-
ing setup [161] adapted to fulfil all requirements mentioned
above.

The resulting detector [162] is a compact multi-plate fis-
sion chamber containing two stacks of axial ionisation cells.
Figure 28 shows a CAD drawing (left) and a picture (right) of
the chamber. The housing is made of a tube of 1.5 mm thick
aluminium with an outer diameter of 66 mm and a length
of 78 mm. Two stacks of 4 anodes and 7 cathodes each are
mounted inside the housing.

The stacks are directly attached to their respective mother-
boards hosting, outside the aluminium housing, the preampli-
fiers and shapers, developed at CEA Bruyères-le-Châtel [162].
In order to reduce the amount of in-beam material, thus
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Fig. 27 Various experimental
observables from STEFF, here
taken from the 235U
measurement: a fission fragment
time-of-flight vs energy; b
fission rate compared with
calculation based on the known
EAR-2 neutron flux; c ΔTγ F
distribution of time-of-flight of
γ -rays (and fast
fission-neutrons) from the target
to the NaI scintillators.; d
background-subtracted
deposited energy in the LaBr3
within the fission timing peak

(a) (b)

(d)(c)

limiting the neutron scattering, the anodes and cathodes
were made out of aluminium with thicknesses of 20 and
10 µm, respectively. Those thicknesses ensure that α-
crossing between the different ionising cells is avoided. A
potential difference of 420 V is applied between the elec-
trodes, with a 3 mm wide inter-electrode gap. Special alu-
minium flanges are mounted on the chamber to hold the gas
feed-throughs, while another pair of flanges support 25 µm
thick aluminised Kapton windows along the neutron beam
direction that isolate the chamber from the vacuum beam
pipe and create a Faraday cage.

The internal diameter of all parts of the chamber is at
least 50 mm, in order not to interfere with the neutron beam
whose dimension (for the so-called “capture” collimator) is
∼30 mm at the TAC location. Tetrafluoromethane (CF4) was
chosen as ionising gas, since it has been proven that it fulfils
the specifications of the n_TOF measurements [161].

Typical signals resulting from such a setup are shown in
Fig. 29. A rise-time from 10 to 90% of the peak of 16 ns and
a signal duration (FWHM) of about 30 ns have been mea-
sured for fission events. This excellent timing performance
significantly reduces α-pile-up in case of highly radioac-
tive samples (up to about 1 MBq per sample) allowing one

Fig. 28 Top: CAD drawing of the fission-tagging chamber. Bottom:
picture of the fission chamber mounted inside the n_TOF TAC including
a hemisphere of the neutron absorber
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Fig. 29 Typical signals associated with the fission-tagging chamber,
taken from the n_TOF event display. Top: raw anode signals in a 20 µs
time window containing the γ -flash. Middle: Derivative of the raw sig-
nal. Bottom: zoom of the raw signals on a ∼2 µs time window. Insert:
zoom on a fission signal after baseline removal and signal inversion

to unambiguously discriminate α-particle from fission frag-
ment events by achieving a very high fission detection effi-
ciency (up to about 87%). More details can be found in
Ref. [163].

The first fissile isotope studied with the new detection
system is 233U [163]. The nearly finalised analysis of the
data from this experiment proved that it was successful and
it is planned to extend its use to similar studies.

4.6 Recoil-proton telescopes for quasi-absolute fission
measurements

The normalisation of neutron-induced fission cross section
experimental data usually relies on a reference or stan-
dard reaction. The reaction most commonly used for this
purpose is 235U(n,f), whose cross section is a standard at
thermal neutron energy (0.025 eV) and between 0.15 and
200 MeV [42,117]. However, despite its widespread use in
the high-energy range, between 20 and 200 MeV the rec-
ommended 235U(n,f) cross section is based on two measure-
ments only [44,164]. Above this energy, the situation is even
worse, as no data exist, and evaluations rely on theoretical
estimates. Hence, there is a clear and long-standing demand
from the International Atomic Energy Agency (IAEA) to
improve this situation between 20 MeV and 1 GeV[165].

The 235U(n,f) cross section is mostly determined, below
1 MeV, relative to non-fission reference cross sections, such
as 6Li(n,t) and 10B(n,α). Above this energy, the primary and
most important reference cross section is the neutron–proton
(n–p) elastic scattering. Below the pion production thresh-
old, the non-elastic cross section for interaction of neutrons
with protons is very small. Hence, the differential n–p scat-
tering cross section can be determined from a measurement
of a relative angular distribution and the total cross section,
which is typically considered a “primary” standard (up to

350 MeV) [165]. For this reason, measurements of fission
cross sections relative to the differential n-p scattering cross
section are termed “quasi-absolute”.

In such measurements, setups based on recoil-proton tele-
scopes (RPTs) [166] are used to measure the fluence (or inten-
sity) of a neutron beam impinging on a hydrogenous sample,
also called “proton radiator”. The energy of the recoil-proton
emitted at a given angle is directly related to the energy En of
the incident neutron, so that for monoenergetic neutrons the
recoil-proton energy distribution displays an isolated promi-
nent peak that allows one to easily discriminate n-p scattering
events from the background, provided that recoil protons are
fully stopped in the RPT. At the same time, fission events are
counted by detecting fission fragments emitted from a fissile
deposit, mounted inside a detector (for example an ionisa-
tion chamber) placed in the neutron beam together with the
proton radiator. In this case, the fission cross section can be
simply obtained from the ratio of the number of detected fis-
sion and recoil-proton events, and from the differential n-p
cross section, according to the following expression:

σf = Cf

Cp

εpnHΩp

εfnf
(dσ/dΩp)(θp).

Here Cf and Cp are the number of detected fission and
recoil-proton events, respectively, Ωp denotes the solid angle
covered by the recoil-proton telescope and εp and εf are
the detection efficiencies for recoil protons and fission frag-
ments, respectively, both usually very close to unity. Finally,
nH and nF represent the number of hydrogen and fissile atoms
per unit area, respectively, and dσ /dΩp is the differential
cross section for the emission of a recoil proton at the lab-
oratory angle θp. It is important to remark that the number
of hydrogen atoms per unit area can be determined to better
than 1% by dimensional measurements, weighing and com-
bustion analysis [167].

The energy distribution of the neutron beam in EAR-1
extends to several hundreds of MeV, a feature that finally
allows the determination of the quasi-absolute cross section
of the 235U(n,f) cross section at high energy. The measure-
ment, however, presents several challenging aspects that need
to be addressed. The main one is related to the presence of
relativistic particles and γ -rays from spallation reactions in
the beam. These particles produce a strong prompt signal in
all detectors, the so-called γ -flash. The second challenge is
the very large range of charged particles produced by neutron
interactions. As a consequence, in contrast to RPTs designed
for neutron energies below 20 MeV, the detectors of a recoil-
proton telescope at n_TOF must be positioned outside the
neutron beam, and consist of several detectors to allow a
clear identification of recoil protons emitted from the radi-
ator and their discrimination from other spurious neutron-
induced events, in particular on carbon contained in hydroge-
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nous sample materials, such as polyethylene (CH2). Charged-
particle discrimination based on theΔE−E technique is used
to identify and suppress deuteron and α-particles produced
in the sample by 12C(n,dx) and 12C(n,αx) reactions. On the
contrary, the background related to the 12C(n,px) reactions
cannot completely be discriminated from recoil protons, and
must therefore be measured and subtracted using pure carbon
samples. The influence of this background can nevertheless
be reduced by selecting a small proton emission angle, where
the energy of recoil protons is higher than that of protons from
the n+12C reaction. In this case the background can be dis-
criminated based on the total recorded energy, provided that
the recoil protons are fully stopped in the telescope. Another
important source of background is related to neutrons scat-
tered from the sample and inducing (n,p) reactions in the
detector material or support structures.

The most critical aspect for the uncertainty level to be
reached with the n_TOF RPTs is the definition of the solid
angle Ωp. Up to neutron energies of about 50 MeV, this could
be achieved by selecting the recoil-proton angle with a colli-
mator made from a high-Z metal such as tantalum. At higher
energies, however, this is no longer practical because of the
increasing importance of grey-edge effects, i.e. the leaking
of charged particles through the edge of the aperture. For this
reason, the solid angle of the RPTs designed for n_TOF is
defined actively by the size of one of the detectors in the tele-
scope arrangement, or by the full telescope made of detectors
of trapezoidal shape (as shown later). Another important fea-
ture of a recoil-proton telescope regards its energy resolution,
i.e. the width of the recoil-proton peak for a given neutron
energy. At n_TOF, the resolution is determined by the kine-
matical broadening of the recoil-proton energy distribution
due to the finite range of proton emission angles accepted by
the RPT, as well as by the energy loss of the recoil protons
in a sample of finite thickness. To optimise the resolution,
several neutron energy ranges were defined and for each of
them the thickness of the sample was selected so that the two
broadening mechanisms were of equal importance.

As already mentioned, one of the key issues in the
quasi-absolute measurement of the 235U(n,f) cross section
at n_TOF is the presence of an intense γ -flash, a prompt sig-
nal with a tail extending to long times that can prevent from
measuring at high neutron energies. Therefore, the measure-
ment requires an RPT design based on detectors with low
photon sensitivity and excellent timing properties. The latter
property is also required for a good time resolution and to
minimise the probability of signal pile-up. In particular, the
detector signal must exhibit very fast rise and decay times.
To this end, the RPTs to be used at n_TOF were constructed
from low-Z detector materials, i.e. fast plastic scintillators
and thin silicon diodes. The drawback in the use of low den-
sity materials is that it limits the neutron energy up to which
recoil protons can be stopped within a reasonable detector

Fig. 30 Drawing of the setup used at n_TOF for the quasi-absolute
measurement of the 235U(n,f) cross section. Fission reactions are mea-
sured with a fission chamber and a set of Parallel Plate Avalanche Coun-
ters (described in Sect. 4.2). Recoil protons are detected and identified
in three different telescopes (two of which of identical design), placed at
a small angle outside the neutron beam. Polyethylene and pure carbon
samples of various thickness are used in the measurement

thickness and an isolated recoil peak can be clearly identi-
fied.

To address the various issues described above, two RPTs
were built at n_TOF following slightly different design
guidelines. The RPTs can be used simultaneously with radi-
ators of different thickness, leading to a more efficient use of
the neutron beam. The diversity of the designs also helps to
reduce systematic uncertainties in the measurements.

One of the two devices, indicated in Fig. 30 as RPT-INFN
(since it was designed and built by the INFN group) has a
compact design [168]. It is made of four scintillators and
two silicon detectors operated in coincidence and grouped
together to form a trapezoidal shape 16 cm long and with an
increasing transverse size, from 3 × 3 cm2 to 7.2 × 7.2 cm2,
in order to cover a fixed solid angle relative to the target cen-
tre. Two silicon pad detectors 300 µm thick are used as the
first ΔE element for protons of a few tens of MeV. They
are encapsulated inside a box with thin aluminium foils as
entrance and exit windows. Following the silicon detectors,
the other four elements are made of BC408 fast plastic scin-
tillators with a light decay time of 2.1 ns and with increasing
thickness (except for the last two) of 0.5, 3, 6 and 6 cm. Each
scintillator is coupled to a 1” Hamamatsu R1924A Photo-
multiplier by means of optical glue, except for the first scin-
tillator, where two PMTs are coupled on opposite sides of
the detector by means of suitable light-guides. The mechan-
ical support of the telescope is a light Al structure, so as to
keep the background produced by scattered neutrons as low
as possible. Thanks to the specially designed voltage divider,
the width of the output pulses is kept below 30 ns. Consid-
ering the very fast response of the scintillators, the telescope
is able to identify events generated by neutrons arriving as
close as 80 ns after the γ -flash, corresponding to an energy
of ∼1 GeV.

Depending on the energy of the particles entering the tele-
scope, different elements of the telescope are involved. Low-
energy protons up to about 10 MeV are stopped and iden-
tified by means of the silicon detectors and, as the energy
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increases, by the first scintillator. The range from 10 MeV
to 1 GeV neutron energy is covered by two to four scintilla-
tors in coincidence, acting either as a ΔE or stopping detec-
tor, for particle identification and suppression of the back-
ground from γ -rays and 12C(n,charged particle) reactions.
The maximum energy lost by protons in the whole telescope
is approximately 150 MeV, so that above that energy the tele-
scope operates in transmission. Two identical telescopes with
the design described above were built for n_TOF in order to
measure the n-p scattering at different angles and increase
the statistics, as well as to minimise systematic uncertainties
related to the angular position.

The second RPT concept, specifically designed and built
for n_TOF by the group from PTB (thus indicated in Fig. 30
as RPT-PTB), consists of three discrete detectors. As shown
in the figure, the two ΔE detectors are separated by about
150 mm. They consist of a square EJ204 plastic scintillator,
45 × 45 mm (ΔE1) and 38 × 38 mm (ΔE2) in size, respec-
tively. The first detector is positioned at a distance of 200 mm
from the sample. The thickness of the detectors is adapted to
the neutron energy range to be covered and varies between 0.5
and 5 mm. The third E detector, acting as stopping element is
a cylindrical EJ204 scintillator with a diameter of 80 mm and
lengths of 50 mm, 100 mm or 150 mm, positioned 50 mm
behind the ΔE2 detector. The use of the thickest E detec-
tor allows one to stop recoil protons up to 150 MeV energy.
The ΔE detectors are enclosed in housings with 0.1 mm alu-
minium walls covered with a diffuse white reflector on the
inside and coupled via an air gap and a small Lucite light-
guide to XP2020Q photomultipliers (PMTs). Due to the dif-
fuse reflector the inhomogeneity of the light collection is less
than 10%. The envelope and the front side of the cylindrical
E detectors are also covered with a white diffuse reflector
and coupled to XP2020 PMTs via conical light-guides. In
the RPT data analysis, a triple coincidence is required, with
the effective solid angle determined by the middle (ΔE2)
detector, which has the smallest transverse dimensions of all
three detectors. The ΔE1 and the E detector are larger to
ensure that all charged particles originating from the sample
and passing through the middle detector also produce signals
in the first and last detectors. The diameter of the E detectors
is also sufficiently large to limit incomplete energy deposi-
tion to a tolerable level, thus avoiding “tails” in the shape of
the recoil peak. The elongated design of this RPT results in
a directional sensitivity of the telescope to events originating
from the sample, suppressing background events originating
elsewhere.

The three recoil-proton telescopes were mounted in EAR-
1 together with a fission ionisation chamber and a set of
Parallel Plate Avalanche Counters, both equipped with 235U
samples, for the measurements of the fission reactions, and
the setup was tested in the n_TOF neutron beam to verify
its predicted performances. Figure 31 shows a picture of the

PPFC

PPAC

RPT-INFN 

RPT-PTB

Fig. 31 Photo of the experimental setup used at n_TOF for the quasi-
absolute measurement of the 235U(n,f) cross section from 20 MeV to
1 GeV. The setup was mounted in the neutron beam-line of the first
experimental area

whole assembly, mounted along the neutron beam in EAR-1.
The test proved that both RPT concepts were adequate for
the measurement of recoil protons up to several hundreds of
MeV, thus opening the way to a first-of-a-kind measurement
of the quasi-absolute 235U(n,f) cross section up to 1 GeV
neutron energy. A complete measurement was performed at
the end of the 2018 measurement campaign and the data are
now being analysed. One of the main issues that has to be
addressed is that the effective solid angle and efficiency of
the RPTs is influenced by the geometry of the instrument as
well as by the transport of the recoil protons in the sample
and in the various elements of the device. For high-accuracy
results, it is important that all these effects be estimated and
suitably considered in the analysis, together with the residual
background contributions, in particular the one produced by
neutrons scattered from the sample and inducing n-p reac-
tions in the telescope itself. To this purpose, one has to rely on
detailed Monte Carlo simulations of the setup. Considering
the complexity of the setup and the variety of neutron interac-
tions with the sample, detectors and support structures, reli-
able simulations are of fundamental importance in this mea-
surement for obtaining accurate results. A software replica
of the setup was implemented in two of the major radiation
transport codes, MCNPX and GEANT4, and simulations were
performed starting with the neutron beam impinging on the
samples. More details on the setup and on the related Monte
Carlo simulations will be reported in an upcoming paper.

4.7 Sample preparation

A major challenge for successful fission experiments is to
have samples with the right amount of material of interest on
appropriate substrates and with a minimum energy loss of the
reaction products when passing through the deposit and the
substrate. These kinds of targets are typically produced by
evaporative deposition or molecular plating on mechanically
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stable substrates which are as thin as reasonably possible
and which do not undergo any nuclear reaction leading to
products that interfere with the measurement.

The principle of evaporative deposition is to heat the
source material in vacuum in order to increase the vapour
pressure by allowing atoms or molecules to go into the vapour
phase and subsequently condense as a thin film on a sub-
strate. The heating of the source material is realised by resis-
tance heating of a crucible or by means of an electron beam
for materials requiring higher temperatures. A mask is posi-
tioned directly in front of the substrate and determines the
spot area. The distance between the source material and the
substrate determines the yield of the process and the homo-
geneity of the thin film. During the deposition process the film
thickness can be monitored with a quartz crystal microbal-
ance [169–171]. Prior to the vapour deposition, the substrate
can be cleaned in situ with plasma generated e.g. by a glow
discharge module. The substrate can also be heated dur-
ing and after the deposition process by quartz lamps [172].
Vapour deposition on heat-sensitive substrates like thin plas-
tic foils is preferably done by resistance heating to avoid
too high temperatures during the process and damage of the
foils. In that case, the original oxide material, like for exam-
ple U3O8, first needs to be converted into UF4, which has
a lower sublimation temperature [173]. Figure 32 shows a
boron layer prepared by electron beam physical vapour depo-
sition. The areal density is 22 µg/cm2 and the deposit has a
diameter of 80 mm. The substrate is a 0.03 mm thick alu-
minised mylar foil glued onto an aluminium ring. The target
has been produced for monitoring the neutron fluence during
cross section measurements at n_TOF.

Thin films prepared by evaporative deposition are homo-
geneous smooth deposits [171]. Because of a possible dif-
ference in travelling distance of the evaporated atoms or
molecules, a variation of the areal density between the centre
and the edge of the deposit is likely and more pronounced
for large areas deposited in close proximity to the evapora-
tion source. Homogeneity measurements of 70 mm diam-
eter deposits prepared by evaporative deposition showed a
decrease of the areal density of ∼5% between the centre and
the edge of the deposits. Target substrates with a diameter of
84 mm were placed on rotating holders that can simultane-
ously accommodate three substrates at a distance of 195 mm
from the source material [174]. The drawback of evaporative
deposition is the very low deposition yield and the expensive
equipment.

The molecular plating technique consists in the cathodic
deposition of the source material onto an electrically conduc-
tive substrate in an organic solution like isopropanol [169,
175,176] or isobutanol [177]. This technique is performed in
a molecular plating cell designed according to the required
dimensions of the substrate and the deposit. A mask is posi-
tioned in front of the substrate and determines the spot area.

Fig. 32 A boron layer with an areal density of 22 µg/cm2 and a diam-
eter of 80 mm prepared by electron beam physical vapour deposition
on a 0.03 mm thick aluminised mylar foil (the latter produced at CEA
Saclay) glued on an aluminium ring with the mask, which determines
the requested spot area, still positioned in front of the substrate

Rotating Pt anode

Stainless steel
cathode

Mask

Deposited layer

Substrate holder
(cathode)

Fig. 33 Cross section (left) and picture (right) of a molecular plating
cell to prepare actinide deposits at JRC-Geel

Figure 33 shows a cross section and a picture of the molecu-
lar plating cell designed and produced at JRC-Geel. The use
of an organic solution minimises the current density during
the plating process and minimises the production of H2 on
the surface of the substrate (acting as cathode), which can
disturb the deposition process [171,175,176]. Therefore, the
actinide dissolved in low-molarity nitric acid is also added
by small aliquots. Figure 34 shows a 233U layer prepared by
molecular plating. The areal density is 220 µg/cm2 and the
deposit has a diameter of 40 mm. The substrate is a 0.01 mm
thick aluminium foil glued onto an aluminium ring. A set
of 14 similar targets has been produced and mounted in a
compact multi-plate fission chamber for the simultaneous
measurement of 233U capture and fission cross sections at
CERN n_TOF [162], as described in Sect. 4.5.

Layers prepared by molecular plating are uniform deposits,
but are not as smooth as the ones prepared by evaporative
deposition. They can have a maze like pattern [171] or can
display cracks [178]. The distribution of the deposited mate-
rial depends on several parameters of the molecular plating
process, the material to be deposited and the spot area. An
increase of the amount of material of about 7–10% on the
border of the deposit with respect to the centre was observed
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Fig. 34 A 233U deposit with an areal density of 220 µg/cm2 and a
diameter of 40 mm prepared by molecular plating on a 0.01 mm thick
aluminium foil glued onto an aluminium ring

for targets with a diameter of 30 mm [179]. Up to now the
chemical plating process itself and the composition of the
deposit are not well known. The plated layer also contains
organic solvent electrolysis products, besides the material
under investigation [171]. The big advantage of this method
is the high deposition yield, in the range of 75% up to 95%
and the capability to produce layers with an areal density of
up to 1000 µg/cm2. The technique is widely applied, espe-
cially for target preparation of precious material.

If the actinide material contains a daughter nuclide that
would interfere with the characterisation of the target or with
the nuclide under investigation, the material is purified prior
to the deposition on a substrate. The purification of the mother
solution is performed by ion exchange [175,177]. It is advis-
able to apply the deposition techniques in different setups
dedicated to each material to avoid cross-contamination.
According to radiation safety rules and regulations, the radio-
chemistry and deposition processes of actinides are per-
formed in a glove box in a nuclear controlled area.

The choice of the substrate is made as a function of the
experiment, the target preparation technique and the available
substrate materials. In general the substrate needs to be as thin
as possible, mechanically stable during and after the deposi-
tion process, during the transport, during the experiment and
may not contain material that takes part in a nuclear reac-
tion resulting in products that disturb the experiment. Typical
substrates are made of aluminium [169], occasionally with a
50 nm titanium layer [177], with a thickness in the µm range
glued onto a frame. While molecular plating requires a con-
ductive substrate, evaporative deposition can be performed
on plastic foils like mylar and polyimide foils [170]. The lat-
ter are produced by in situ polymerisation at JRC-Geel with
a typical areal density of 35 µg/cm2 [180].

Another challenge for a successful fission experiment is
to have well-characterised targets. In general, the areal den-
sity of the nuclide under investigation is determined along
with the presence of contaminants and impurities which can

influence the measurement and the homogeneity of the tar-
get, as far as possible. For stable deposits the areal density is
calculated from the mass of the deposit which is determined
by accurate difference weighing applying the substitution
method and corrected for the isotopic abundance and impu-
rities as provided by the supplier, and from the area of the
deposit given by the inner diameter of the mask used dur-
ing the deposition [169]. The hydrogen content of tristearin
targets, for example, can be measured by combustion analy-
sis [167].

For actinide layers the areal density of a specific radionu-
clide is calculated from the mass derived from the total
activity measured by α-particle counting in a low-efficiency
counting geometry and corrected for isotopic abundance
determined by mass spectrometry and from the area derived
from the inner diameter of the mask in front of the substrate
during the deposition process [169]. The homogeneity is
measured by scanning the target with a diaphragm with an α-
particle counter [174] or by autoradiographic imaging [181].
The thickness of the metal foils is taken from the supplier.
The areal density of the polyimide foils is measured by visible
light spectrophotometry in light transmission mode [180]. In
some cases, in particular for 235U, 238U, 237Np, 209Bi and
natPb, the characterisation of the samples has also been per-
formed by means of Rutherford back-scattering (RBS), that
allows one to assess the content of light elements, as well as
of the element of interest when it is stable (as in the case of
Pb and Bi).

4.8 Data acquisition system

The data acquisition system used for the Phase-I and Phase-
II campaigns was based on Acquiris (later Agilent) 8-bit
flash-ADCs with a sampling rate of up to 1 GHz and an
8 Mb memory limit of the internal buffer. Fast electronics
are of major importance at n_TOF in order to resolve short
times-of-flight and high counting rates in the various detector
setups. The trigger signal for the start of the data acquisition
is given by a beam current transformer (BCT) from the PS
and corresponds to the arrival of a proton pulse that hits the
spallation target. The full output signal from the start time is
recorded during a time window limited by the on-board inter-
nal memory within the range of 100 µs to 200 ms which, for
the 185 m flight-path, corresponds to neutron energies down
to 20 keV and 4 meV, respectively. The first signal to be
recorded is the so-called γ -flash generated by the impact of
the proton pulse on the spallation target. This signal serves
for the accurate determination of the neutron time-of-flight.
Complementary information on each recorded signal is also
stored, such as the detector number, the bunch number, the
type of proton bunch, i.e. “dedicated” (nominal intensity) or
“parasitic” (low intensity, about half of the nominal), and
the proton bunch intensity, provided by the PS accelerator
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beam information system. An event display program allows
the raw data files to be read and the digitised signals from all
detectors to be visualised.

In order to reduce the amount of data to store and pro-
cess, a zero-suppression algorithm is applied to select only
fragments of data with useful signals. After the digitisation
of the analogue detector output, the raw data are temporar-
ily saved on a local disk and later transferred to the CERN
Central Advanced STORage System (CASTOR) [182] for
subsequent off-line analysis (see Sect. 5.1). More details on
the n_TOF DAQ system can be found in Ref. [183].

For the Phase-III campaign an upgraded data acquisition
system was developed, based on SP Devices digitisers which
offer high sampling rates in the 14–1800 MHz range, a res-
olution between 8 and 14 bits and a total acquisition time up
to 100 ms. In conjunction with the larger buffer memory, this
has considerably increased the time-of-flight range that can
be recorded at high sampling rates, which now extends down
to thermal neutron energies.

5 Data analysis

While the rather unique features of the n_TOF neutron beam
and the high-performance detection and DAQ systems allow
to collect high quality data, a large effort is required to extract
high-accuracy results on neutron-induced fission from the
raw signals. This procedure involves several steps, from
signal identification and reconstruction, needed to extract
related information such as signal amplitude, time-of-flight
etc., to the study of the detector response and interaction
with the neutron beam that often relies on detailed Monte
Carlo simulations of the neutron beam and of the experi-
mental setup, and finally to a series of important corrections,
such as the dead-time correction (related to the problem of
signal pile-up), particularly severe in EAR-2.

In this section, the various steps of the data reduction and
analysis are presented and discussed, with particular empha-
sis on the new techniques specifically developed at n_TOF to
address certain important issues that could hinder the attain-
ment of high-accuracy fission results.

5.1 Pulse-shape analysis

A general-purpose pulse-shape analysis (PSA) framework
was developed and adopted at n_TOF. Its most notable fea-
ture is the implementation of the most generic and versatile
PSA routines, relying on the least amount of assumptions
about the specific nature of the input signals, thus aiming at
being applicable to a wide range of detectors [184]. The func-
tionality of this framework is adapted to a specific detector
by adjusting a set of user-provided external input parame-
ters. The basic procedures include the pulse identification,

γ -flash recognition (since this signal is used as a physi-
cal start for the time-of-flight technique at n_TOF), base-
line calculation, noise suppression and the extraction of the
physical parameters of the identified pulses (amplitude, area,
polarity, width, time-of-arrival etc.). The PSA code includes
several advanced routines that users may activate for spe-
cific detectors, making the entire signal analysis procedure
highly sophisticated, versatile and adjustable. Although the
adopted PSA framework relies on a wide variety of well-
established procedures, it also features many innovative solu-
tions, such as the particularly robust pulse recognition tech-
nique. The computational efficiency of the adopted proce-
dures is among the most important characteristics of the
PSA framework—certainly being the most important con-
sideration during their implementation. As the digitised data
streams from the n_TOF Data Acquisition System may reach
the size of ∼108 samples per detector per proton pulse, the
computational efficiency was the mandatory requirement to
be met in order for the data to be analysed within a reason-
able time. Already the O(N 2) computational complexity –
N being the number of samples in the stream – was entirely
unacceptable to this end. Thus, all the adopted procedures
were optimised so as to reduce their complexity to the O(N )

or, at worst, to the O(N log N ) level. The most prominent
technical details on the PSA framework may be found in
Ref. [184].

The PSA code was written as a general-purpose frame-
work that could meet widely varying needs from many dif-
ferent detector types. In this respect, such a development has
greatly benefited from, and has been of advantage for, the
fission programme at n_TOF, considering the variety of spe-
cific challenges posed by the fission detectors, in particular
the Micromegas chambers, such as slightly bipolar pulses,
a high frequency noise resembling true signals, an intense
response to the initial γ -flash heavily distorting the baseline
at larger time-of-flights etc.

Figures 35 and 36 show several aspects of signals from
two different configurations of the Micromegas detectors in
terms of internal amplification gain. In particular, Fig. 35
shows the response of a detector operated at high gain, while
Fig. 36 refers to a Micromegas detector with low gain, as
typically used in fission measurements. The figures illus-
trate some of the most prominent PSA features, including
the adaptive baseline calculation, γ -flash handling and the
powerful pulse-shape fitting capabilities. The top panel in
Fig. 35 presents the baseline recovered by the adaptive base-
line procedure in the vicinity of an intense, detector-blinding
pulse caused by the initial γ -flash preceding the arrival of the
neutron beam and of the corresponding pulses. The bottom
panel shows the powerful pulse-shape fitting capabilities in
rejecting the noise. The displayed ringing signal is a noise
picked-up during that particular measurement, with individ-
ual oscillations resembling real signals in width and shape.
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Fig. 35 Example of signals recorded with a Micromegas detector oper-
ated at high gain (used for neutron beam monitoring at n_TOF). The
top panel shows the adaptive baseline procedure applied to the signal
heavily distorted by an intense (and saturated) γ -flash. The bottom panel
shows the powerful noise rejection capabilities based on the pulse-shape
fitting, i.e. on the agreement between the actual and the fitted pulses

However, real pulses feature a lower rebound, which may
be used for their discrimination from noise fluctuations. In
this panel each oscillation was first recognised as a poten-
tial signal and a fitting to the externally delivered numerical
pulse shape (shown by a single surviving fit) was attempted.
Based on a quantity similar to a reduced χ2 (see Ref. [184]
for details) the fits to the “false” pulses were rejected and
only a single one was retained for further analysis.

In the waveform shown in Fig. 35 (detector at high gain),
it is practically impossible for the PSA routine to reproduce
the γ -flash signal, often saturated and characterised by large
oscillations. On the contrary, Micromegas detectors operated
at low gain, such as those commonly used for fission mea-
surements, exhibit a remarkably consistent response to the
initial γ -flash signal, as shown in Fig. 36. In this case one
can identify a separate pulse shape corresponding to an aver-
age baseline distortion caused by the γ -flash and use a special
instance of the pulse-shape fitting (applied only to the initial
part of the stream where the γ -flash is recorded) to identify
and remove this distortion from the overall signal. The top
panel of Fig. 36 shows this average distortion adjusted to
the signal induced by the γ -flash, clearly revealing the true
pulses rising above the baseline, thus allowing for access to
short times-of-flight, i.e. to the high neutron energy region.
The bottom panel shows a signal remaining after the subtrac-
tion of the γ -flash distortion, to which a regular pulse-shape
fitting procedure is applied, successfully recovering the indi-
vidual pulses and their parameters even in a case of triple
pile-up. This is made possible by subtracting each fitted pulse

Fig. 36 Example of signals recorded with a micromegas detector oper-
ated at low gain, typically used for fission measurements, exhibiting a
consistent response to the initial γ -flash. The top panel shows the aver-
age γ -flash-induced distortion adjusted to the actual signal. The bottom
panel shows the signal corrected for this distortion and being subjected
to the separate pulse-shape fitting

Fig. 37 Waiting time distribution reconstructed during the 240Pu(n,f)
campaign at EAR-2, for signals recorded in the neutron energy window
2.2–2.4 MeV

shape from the subsequent signal before proceeding to the
next pulse in line.

5.2 Dead-time correction

The high cross section of fission reactions above the fission
threshold combined with a high instantaneous flux, such as
the one in EAR-2, can lead to instantaneous event rates that
can reach up to MHz frequencies. These rates in turn can lead
to severe pile-up effects and thus to counting losses that can
reach up to 60%.

To address such issues that could not be accommodated
by analytical expressions found in literature, a new correc-
tion methodology was recently developed which is based on
exponential decay fits of waiting time distributions, recon-
structed in time-of-flight regions where the reaction rate is
considered constant, and on the use of detector emulation
devices [185].
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Fig. 38 A counting-loss correction function can be calculated by fitting
the correction factor fDT, that was experimentally determined for any
given frequency in the studied range as a function of the experimental
counting rate, with a parabolic function

More specifically, according to poissonian statistics, for a
given constant counting rate R the time difference distribu-
tion between consecutive pulses, commonly referred to as the
waiting time distribution, can be described by an exponential
decay. Concurrently, each detection system is characterised
by a finite resolving time τ , below which incoming pulses
are most probably not recognised. Experimental waiting time
distributions, reconstructed in time-of-flight regions where
the counting rate does not vary appreciably, can be therefore
fitted with an exponential decay function and extrapolated
below the resolving time τ in order to estimate the counting
losses that occurred in this specific region. As can be seen in
Fig. 37, the experimental waiting time distribution recorded
during the 240Pu(n,f) measurement using Micromegas detec-
tors in EAR-2 [116], begins to deviate from the expected
exponential behaviour below τ ≈ 150 ns. The integral that
lies between the extrapolated red dashed curve and the exper-
imental points can be considered as the counting losses in the
corresponding incident neutron energy region.

An alternative approach, described in Ref. [185], is to use
sophisticated signal generators to emulate the detector sig-
nals during the experiment and feed them to the acquisition
system for a wide bandwidth of frequencies (true counting
rate, Rtrue) in order to cover the measured counting rates in
the experiment (experimental counting rate, Rexp). The ratio
between the true and experimental counting rates fDT for
each given frequency provides a correction function calcu-
lated by fitting the experimental points with a parabolic func-
tion, as can be seen in Fig. 38, which can later be applied to
the experimental counting rate spectra.

The two proposed methodologies were benchmarked in
the test case of the 238U(n,f) cross section relative to 235U(n,f)
from data collected in EAR-2. The cross section values
derived using correction factors estimated with the two
methodologies are in quite satisfactory agreement, as can
be seen in Fig. 39, and they are furthermore in agreement

Fig. 39 The two proposed correction methodologies described in the
text were applied to derive the 238U(n,f) cross section from data recorded
in EAR-2. The agreement between the calculated cross section and the
ENDF/B-VII.1 is quite satisfactory in both cases

with the ENDF/B-VII.1 evaluation in the incident neutron
energy range between 1.8 and 4.0 MeV where the 238U(n,f)
cross section is considered a neutron standard.

5.3 Monte Carlo simulations

Beyond the techniques described in the previous sections,
which concern the acquisition and software treatment of the
raw data recorded during the experiments, Monte Carlo sim-
ulations are used to study particular features and sources of
uncertainty of the various experimental setups and of the
facility itself, including information that may not be experi-
mentally accessible. This section provides an overview and
a few examples from the simulation activities at n_TOF.

5.3.1 Monte Carlo study of the facility

The production of accurate nuclear data requires the optimi-
sation of the neutron beam characteristics, such as its energy
dependence and spatial profile, as well as the minimisation
and characterisation of unwanted backgrounds. The sensi-
tivity of these characteristics to specific elements needs to
be well understood and in certain cases specific solutions
need to be designed to optimise the performance or mitigate
unwanted effects.

Such studies are carried out at n_TOF by means of
Monte Carlo simulations with the FLUKA [107,108] and
MCNPX [53] radiation transport codes and, more recently,
also with GEANT4 [109–111]. One of the main goals was
to produce an evaluated neutron flux of the facility, but the
studies extended to the collimation system, shielding optimi-
sation, backgrounds generated from interactions in beam-line
elements, such as collimators, vacuum windows and dumps,
the in-beam photon background and the neutron moderation
process, a study of which is critical in achieving a reliable
TOF-to-energy calibration. The validation of the simulations,
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Fig. 40 A view of the spallation target and the surrounding structure as
implemented in the FLUKA model that contains a detailed description
of the entire facility, including beam-lines, tunnels and experimental
areas

achieved mainly with experimental data on the neutron flux
and spatial profile, allows one to extract further information
that is not experimentally accessible, as is the case, e.g., of
the neutron moderation in the target-moderator assembly.

The facility has been studied through a very detailed model
that has tracked the changes made over the years, such as the
replacement of the original spallation target and, of course,
the construction of EAR-2. A section of this model show-
ing the target and its immediate surroundings can be seen in
Fig. 40. The geometry is built based on the technical drawings
of relevant components (spallation target, proton, neutron
and vacuum windows, cooling and moderator layers, vac-
uum tubes etc.) and civil engineering layouts of the facility
(tunnels, target area, shielding etc.), with particular attention
paid to the precise definition of material compositions, espe-
cially of the aluminium alloys which constitute the various
windows and beam-line components and strongly influence
the neutron flux. The primary proton source is defined to
match the characteristics of the beam provided by the PS
accelerator.

A significant computational challenge is posed by the
large distance between the spallation target and the exper-
imental areas. As an example, the solid angle subtended by
the second collimator of the EAR-1 beam-line is less than
10−8 sr (see Fig. 6). This makes a direct evaluation of the
neutron flux in the experimental areas prohibitive in terms of
CPU time. In order to address this difficulty, for most studies
particles are tracked only up to scoring planes located within
a few tens of centimetres of the spallation target, at the begin-
ning of the vacuum tubes that lead to the two experimental
areas. This information is then processed with a specially
developed program that performs the propagation of the par-
ticles (neutrons and photons) towards the experimental area,
accounting for collimating elements, and implements a vari-
ance reduction algorithm. Further details on this technique
can be found in Refs. [101,186].

Fig. 41 A comparison of the evaluated neutron energy distribution for
EAR-1 (measured with the small collimator) and the simulated distri-
bution for the same setup

The neutron flux is the main experimental quantity that can
be used to benchmark the simulations. The good agreement
and reproduction of salient features increases the confidence
in the predictive power of the calculations on quantities that
are not experimentally measurable. The accurate reproduc-
tion of the neutron flux depends not only on the description
of the target and moderator and the primary proton beam,
but also on small misalignments of the collimators. Figure
41 shows a comparison of the simulated and experimental
neutron flux in EAR-1.

The spatial profile of the neutron beam is also a very
important feature, especially when dealing with samples of
small dimensions, and can provide further validation of the
simulations. The neutron beam is shaped by two collimators,
and both the neutron flux and beam profile are sensitive to
their alignment. For example, simulations indicated that a 7%
increase in neutron flux over a wide energy range could be
achieved with a re-alignment of the first EAR-1 collimator,
that was embedded in concrete and suffered from a known
misalignment. This was confirmed after the operation was
carried out during the long CERN accelerator complex shut-
down (LS1) in 2013–2014. A comparison of the simulated
beam profile, obtained using survey information on collima-
tor misalignments, with the profile obtained with a stripped
Micromegas detector with a 10B converter [187] offered fur-
ther validation of the simulations.

For a particular sample, an important related quantity is the
beam interception factor (BIF), which is the fraction of beam
neutrons intercepted by the sample. Since the neutron spatial
profile is different for neutrons of different energies (e.g. ther-
mal neutrons are emitted almost isotropically, whereas fast
neutrons are forward-peaked), the BIF is given as a function
of neutron energy, as shown in Fig. 42 for samples of different
diameters in EAR-1. The beam interception factor can vary
significantly if the sample is not well-aligned with respect to
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Fig. 42 Estimated beam interception factor for perfectly aligned cir-
cular samples of 1, 2, 3 and 4 cm diameter in EAR-1. For the 2 cm
sample, the grey band shows the effect of a 1 mm horizontal or vertical
misalignment of the sample. Differences of up to 8% with respect to a
perfectly aligned sample are predicted

the neutron beam, as shown for a 1 mm misalignment of a
2 cm diameter sample.

The accurate reconstruction of the neutron energy from the
measured time-of-flight is obviously one of the most impor-
tant aspects of data analysis. The relation between energy and
time-of-flight, however, is not unambiguous. This is because
neutrons of the same energy do not arrive at the exact same
time, but with a certain time distribution due to the differ-
ent paths they follow in the material of the target-moderator
assembly. While the moderation length and the correspond-
ing moderation time cannot be experimentally measured,
it is possible from simulations to obtain the relationship
between the neutron energy and moderation time of each neu-
tron defined as the time elapsed between the primary proton
impact on the spallation target and the neutron entering the
vacuum tube.

With this information, the flight-path travelled by a neu-
tron detected at a given time can be expressed as the sum of a
fixed geometrical length L and a smaller length λ(En) that is
a function of neutron energy and accounts for the distribution
of neutron energies for a given time-of-flight. This quantity
is called the effective moderation length and can be obtained
as the product of the neutron speed and moderation time tmod

obtained from the simulations:

λ(En) = v · tmod.

It should be noted that this is not the real path travelled
by the neutron in the target-moderator assembly, hence the
term “effective”. In addition to the neutron moderation, the
time-spread of the proton bunch (7 ns rms) also introduces an
uncertainty in the timing of detected events which becomes
dominant at short times-of-flight (i.e. at high neutron ener-
gies). Although it can be treated separately, it can be conve-
niently included in the moderation time used to calculate the

Fig. 43 The effective neutron moderation length distribution of the
EAR-1 neutron beam, including the effect of the proton beam width of
7 ns rms which becomes the dominant effect above several MeV The
behaviour in the figure is a consequence of different physical processes
neutrons undergo in the target/moderator assembly, depending on the
neutron energy, as explained in Ref. [101]

effective moderation length. As shown in Fig. 43, the shape
of the λ distribution varies significantly with neutron energy.
This information represents the resolution function of the
neutron beam and, while sharing certain broad features, is
different for the two experimental areas, reflecting the dif-
ferent layers of materials that neutrons encounter moving
towards the two areas, especially in the vicinity of the spalla-
tion target. As discussed in the introduction of Sect. 3, these
results are validated by the correct reconstruction of neutron
capture resonances.

Another aspect that was studied is the in-beam photon
flux. These photons are mainly produced in the spallation
target and travel through the neutron beam-line to reach the
experimental areas, where they can be a source of unwanted
background. The simulations permit us to estimate their time-
of-arrival in the experimental areas and confront it to the neu-
tron time-of-flight spectrum, as shown for EAR-1 in Fig. 44,
where a prompt and a delayed γ -ray components are clearly
visible before and after a time-of-flight of ∼10−6 s. The very
different energy spectra of these two components shown in
Fig. 45 reflect the different physical processes behind the
production of each. The effect on this background of the use
of borated water as moderator is also shown in these two
figures.

Extensive use of Monte Carlo simulations was also made
during the design phase of EAR-2 [104]. In particular,
detailed studies were performed to optimise the design of
the second collimator and of the beam dump with the goal
of minimising unwanted backgrounds from secondary parti-
cle production in the collimator and neutron back-scattering
from the beam dump. Both these factors were expected to be
more important due to the greater proximity of the collima-
tor and the dump to EAR-2 compared to the corresponding
elements of EAR-1.
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Fig. 44 Time-of-arrival of in-beam photons in EAR-1 obtained with
Monte Carlo simulations. A prompt (earlier than ∼10−6 s) and delayed
(later than ∼10−6 s) component can be clearly observed. The presence
of 10B in the moderator leads to a significant suppression of the photon
background, especially at neutron energies of astrophysical interest. The
time-of-flight spectrum of the neutrons is also shown for comparison

Fig. 45 Energy spectra of the prompt (upper panel) and delayed (lower
panel) in-beam photon components shown in Fig. 44. While the pres-
ence of 10B in the moderator has very little influence on the prompt
component, it leads to a significant reduction of the higher energy part
of the delayed component

5.3.2 Detector simulations

Apart from a good understanding of the particular features
of the neutron beam and various backgrounds present in the
experimental areas, the data analysis also requires and bene-
fits from simulations of the experimental setups. For fission
measurements in particular, there are many useful quanti-
ties that can be estimated by means of Monte Carlo simula-
tions. These include the fraction of fission fragments that are

stopped inside the sample, the sensitivity of the detection effi-
ciency to different geometric or operational parameters, the
estimation of corrections arising from event rejection algo-
rithms and others.

A simple but useful Monte Carlo model of a generic ioni-
sation detector, consisting of a fission sample and the active
volume of the detector, that is meant to represent detectors
such as the FIC (Sect. 4.1) and the Micromegas (Sect. 4.3),
has been constructed and used to study the response of these
detectors to fission fragments. In recent years, theGEF (GEn-
eral Fission) code [188,189], based on a semi-empirical
model of the fission process, has been used as a fission event
generator. The simulation accounts for the energy loss of the
fragments inside the sample and estimates their energy depo-
sition in the gas along their path on an event-by-event basis.
A post-processing program combines this information with
the electron drift velocity for a given electrical field strength
to obtain the charge collection as a function of time. The elec-
tron drift velocity as a function of the electrical field strength
is experimentally known for certain gases and gas mixtures
and can be estimated for an arbitrary gas mixture with the
GARFIELD code [190]. This raw signal is further assumed
to pass through a shaping circuit, finally producing signals
resembling those recorded experimentally. This method is
described in greater detail in Ref. [186].

The simulated signals can be appropriately combined to
construct artificial data containing known particle distribu-
tions that can be used to evaluate the performance and to
optimise the pulse recognition algorithms used for the exper-
imental data. In this manner, the model can be used to repro-
duce experimental observables such as the pulse-height spec-
trum. The sensitivity of the spectrum to various parameters,
such as the sample thickness, the gas composition and pres-
sure, the electrical field strength, the drift gap, signal pile-
up due to high count-rates and others can be studied. Once
the simulated and experimental spectra are in good agree-
ment, the comparison of the two can also be used to estimate
the fraction of fission fragments lost due to the pulse-height
threshold applied for α-particle signal rejection. An example
of this is shown in Fig. 46.

The event-by-event signal reconstruction also makes it
possible to study and understand observables such as the
signal shape and its dependence on other parameters. This is
particularly interesting since the experimental data are anal-
ysed via pulse-shape recognition algorithms, as described in
Sect. 5.1. As an example, Fig. 47 shows the simulated sig-
nal rise-time distributions for fission fragments emitted at
0◦ and 80◦ with respect to the beam axis in a generic ion-
isation chamber. It can be observed that fragments emitted
at larger angles tend to generate signals with shorter rise-
times, reflecting the different charge collection times. This
can have implications in the exact assignment of a TOF value
to detected event. Furthermore, changes in the detection effi-
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Fig. 46 Simulated fission fragment pulse-height spectrum compared
with an experimental pulse-height spectrum obtained from a 242Pu sam-
ple. The signals from the α-activity of the sample are also visible in the
experimental spectrum, while the peak at 255 channels consists of sig-
nals with an amplitude exceeding the 8-bit digitiser range. The fraction
of fission fragment signals rejected for a given pule-height threshold
(shaded area) can be estimated

Fig. 47 Signal rise-time distributions for simulated fission fragments
emitted at 0◦ (solid line) and 80◦ (dashed line) with respect to the beam
axis in an ionisation chamber

ciency with emission angle can be studied, although they are
small for sufficiently thin samples.

6 Results

In the course of almost 20 years of activity, a rich exper-
imental programme on fission has been carried out at the
n_TOF facility. The measurements have focussed on two
major objectives: (1) improving the accuracy and energy
range of the fission cross section standards, in particular for
235U, 238U and other isotopes used as reference; and (2) col-
lecting accurate, high-resolution data on minor actinides, so
as to meet the high-priority requests related in particular to
the development of new systems for energy production, such
as Generation IV fast reactors, and reactors based on the
Th/U fuel cycle. Table 2 reports a list of all fission measure-
ments performed so far at n_TOF, together with the setup
used, the experimental area where the data were collected,
the energy range covered, and the relative publication (for
the most recent measurements, for which data analysis is in

progress, a reference to the proposal is included). In the fol-
lowing, we review the most important results obtained within
the experimental fission programme at n_TOF. In accordance
with CERN open data policy, and in line with the recom-
mended nuclear data dissemination and long-term preserva-
tion procedure, all final n_TOF data are uploaded in the inter-
national EXFOR library [191]. In fact, since the beginning
the n_TOF Collaboration has made a large effort aiming at
preserving its unique data, facilitating access to them in stan-
dardised format, and ultimately allowing their use by a wide
community in the fields of nuclear physics, nuclear astro-
physics and various nuclear technologies. More details on
the dissemination activity carried out at n_TOF can be found
in Refs. [192,193].

6.1 Cross section standards

The cross section of the 235U(n,f) reaction is one of the most
important standards, widely used in a variety of fields. Apart
from being a reference for cross section measurements of
other actinides, this reaction is commonly used for the neu-
tron flux determination. Its cross section is considered stan-
dard at thermal neutron energy and between 150 keV and
200 MeV [42,117]. In these regions, the uncertainty of the
evaluated cross section is well below 1%. However, a high
accuracy of around 1% is also claimed for this reaction in
other energy regions, in particular in the eV region and above
a few keV. For this reason, this reaction is considered a ref-
erence at all energies, and to this purpose an official file is
compiled and maintained by the IAEA [200].

The very convenient features of the n_TOF neutron beam,
in particular the high resolution, high flux and wide energy
range that characterise the neutron beam in the first exper-
imental area (EAR-1), have been exploited to extract new,
accurate and high-resolution data on the 235U(n,f) cross sec-
tion, with the aim in particular of improving the accuracy
on this cross section in the regions where it is not consid-
ered standard. To this end, the collaboration has exploited the
large amount of data collected over the years on this reaction,
used as reference for all fission cross section measurements
performed at n_TOF and, especially, for the determination
of the neutron flux. Data have been collected with a variety
of detectors, from the Fast Ionisation Chamber described in
Sect. 4.1, to the Micromegas detectors of Sect. 4.3 and finally
with the Parallel Plate Avalanche Counters of Sect. 4.2. In all
these cases, the 235U(n,f) cross section has been determined
relative to the 6Li(n,t)4He and 10B(n,α)7Li reactions, either
directly (i.e. measured with the same detectors at the same
time), or indirectly, i.e. relative to the neutron flux previously
determined by means of these reactions. In order to deter-
mine the absolute value of the cross section, n_TOF data have
been normalised to the standard cross section at thermal neu-
tron energy, or in some cases to the cross section integral in
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Table 2 Neutron-induced fission cross section measurements per-
formed at n_TOF as of 2018, with information on the setup used in
each case, the experimental area in which the experiment was carried
out, the incident neutron energy range covered and the corresponding

references. Several isotopes have been measured with different setups
and fission fragment angular distributions have also been measured in
some cases

Isotope Setup – method Exp. area Energy range References

natPb PPAC – coincidence EAR-1 20 MeV–1 GeV [70]
209Bi PPAC – coincidence EAR-1 20 MeV–1 GeV [70]
230Th Micromegas – single fragment detection EAR-1/2 0.025 eV–30 MeVb [140]
232Tha PPAC – coincidence EAR-1 1–500 MeV [76]
233U FIC – single fragment detection EAR-1 0.030 eV–20 MeV [120,121]

TAC – calorimetric shape decomposition EAR-1 1 eV–1 keV [194]

PPAC – coincidence EAR-1 0.7 eV–1 GeV [195,196]
233U(n,f/γ ) TAC and ionisation chamber – “fission tagging” EAR-1 0.025 eV–10 keV [163]
234U FIC – single fragment detection EAR-1 20 keV–200 MeV [46]

PPAC – coincidence EAR-1 1 eV–1 GeV [69,197]
235U Si stack – single fragment detection EAR-1 0.025 eV–170 keV [198,199]
235U(n,f/γ ) TAC and Micromegas – “fission tagging” EAR-1 0.2–200 eV [157–160]
235Ua PPAC – coincidence EAR-1 1–200 MeV [77,130]
236U FIC – single fragment detection EAR-1 0.017 eV–2 MeV [122]
237Np FIC – single fragment detection EAR-1 100 keV–9 MeV [124]

PPAC – coincidence EAR-1 1 eV–1 GeV [69,141]

Micromegas – single fragment detection EAR-2 0.025 eV–14 MeV [141]
237Npa PPAC – coincidence EAR-1 1–500 MeV [130]
238U FIC – single fragment detection EAR-1 0.8–300 MeV [73]

PPAC – coincidence EAR-1 0.8 MeV–1 GeV [73]
238Ua PPAC – coincidence EAR-1 1–500 MeV [77,130]
241Am FIC – single fragment detection EAR-1 0.5–20 MeV [125]

Micromegas – single fragment detection EAR-2 0.008 eV–6 MeVb [142]
243Am FIC – single fragment detection EAR-1 0.5–20 MeV [126]
240Pu Micromegas – single fragment detection EAR-2 0.009 eV–6 MeV [116]
242Pu Micromegas – single fragment detection EAR-1 0.025 eV–20 MeV [138,139]
245Cm FIC – single fragment detection EAR-1 0.030 eV–1 MeV [127]

aFission fragment angular distributions (FFAD) also measured.
bPreliminary

the 7–11 eV neutron energy range [201,202]. High-accuracy
data (with uncertainties below 2%) have been extracted up
to 10 keV. Above this energy, the intrinsic uncertainty in the
flux used as reference, of the order of 5% (see Ref. [102]),
was too high to obtain useful data on the 235U(n,f) reaction.
Nevertheless, as shown in Ref. [102], the n_TOF data hinted
at some problems in the evaluated cross section in the 10–
30 keV energy range.

Recently, the collaboration has undertaken a dedicated
experimental programme aiming at collecting high-accuracy
data in the resolved and unresolved resonance region (up to
150 keV), and above 200 MeV. In particular, a measurement
was recently performed to directly determine the 235U(n,f)
cross section relative to the 6Li(n,t)4He and 10B(n,α)7Li stan-
dards. A new apparatus, made of a stack of silicon detectors,

was specifically built for the measurement, so as to detect and
identify the fission fragments and the reaction products of the
reference reactions in a wide angular range, thus minimising
the uncertainty related to anisotropy in the angular distribu-
tion of the tritons and α-particles emitted in the n+6Li and
n+10B reactions, respectively. The new setup allowed the col-
laboration to collect data with 1.5% accuracy all the way from
thermal neutron energy to around 200 keV [199]. The results
pointed to a slight overestimation of the evaluated 235U(n,f)
cross section at neutron energies around and slightly above
10 keV. Furthermore, the analysis of the data in the Resolved
Resonance Region, characterised by a high resolution and
low background, is expected to lead to improved resonance
parameters that could be used to refine the evaluation in this
energy region as well.
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Fig. 48 Ratio of the 238U(n,f) to 235U(n,f) cross sections [73]. The
n_TOF results shown in the figure have confirmed one of the only two
previous datasets up to 200 MeV, finally helping to clarify the long-
standing discrepancy and providing the first data above this energy, up
to 1 GeV

A large effort has also been made by the n_TOF Collabo-
ration to measure the 235U(n,f) cross section at high energy,
i.e. above a few MeV. Although this cross section is consid-
ered standard up to 200 MeV, the evaluations above 20 MeV
are based on a few datasets, while above 200 MeV they are
based purely on theoretical predictions and on experimen-
tal results on the proton-induced fission reaction. The wide
energy range of the n_TOF beam, extending up to ∼1 GeV
neutron energy, has offered the unique opportunity to pro-
vide much-needed additional data on the 235U(n,f) cross sec-
tion up to 200 MeV and cover for the first time the region
between 200 MeV and 1 GeV. For this high-energy mea-
surement, the n-p elastic scattering which is a primary cross
section standard up to 20 MeV, and known with good accu-
racy above this energy, is used as reference. For this reason,
the two recoil-proton telescopes described in Sect. 4.6 were
specifically built, one optimised for the energy region below
200 MeV, and the other one for neutron energies from a few
tens of MeV up to 1 GeV. The data are currently being anal-
ysed, but preliminary results indicate that the goal of the
measurement was fully reached and a new dataset covering
the high-energy side of the cross section standard with high
accuracy is expected to be available in the near future.

The n_TOF Collaboration has provided important data at
high neutron energies for another cross section standard: the
238U(n,f) reaction. Prior to the n_TOF measurement, only
two datasets were available above the fission threshold of
this reaction, but they were discrepant by as much as 8%
at 200 MeV neutron energy, the upper limit of those mea-
surements. With the aim of solving the existing discrepancy
and extending the energy range to higher energy, data were
collected both with the Fast Ionisation Chamber (FIC) and
with Parallel Plate Avalanche Counters (PPAC), previously
described. Several 238U and 235U samples were used in the
measurements and the datasets were combined with each
other in order to minimise statistical and systematic uncer-

Fig. 49 The neutron-induced fission cross section of 209Bi (top panel)
and natPb (bottom panel) measured at the n_TOF facility from threshold
to 1 GeV. The blue curve represents the new IAEA evaluation reported
in Ref. [203], while the dashed curve shows the previous evaluation,
performed before the n_TOF results became available. For comparison,
the proton-induced fission cross section is also shown in the figure as a
dotted curve

tainties. The 238U/235U fission cross section ratio was deter-
mined all the way from the 238U fission threshold (∼800 keV)
to 1 GeV [73]. As shown in Fig. 48, the results confirmed
evaluated data from major libraries below 200 MeV and pro-
vided for the first time new data above this energy.

Finally, neutron-induced fission cross sections were deter-
mined at n_TOF for natPb and 209Bi, all the way from
∼50 MeV to 1 GeV [70]. Cross section data on bismuth and
lead are of crucial importance for the development and opera-
tion of accelerator-driven systems, since lead-bismuth eutec-
tic has been proposed as coolant in ADS, as well as being a
target in spallation sources. Furthermore, the natPb(n,f) and
209Bi(n,f) reactions can conveniently be used as reference for
the measurement of other cross sections or for neutron flux
determination at high energy. The main advantages in the
use of such reactions are the relatively high fission thresh-
old (∼20 MeV), that minimises the background related to
low-energy neutrons, and the availability of the material that
allows an easy and inexpensive procurement and handling.
For this reason, the IAEA has recommended a new evalua-
tion of these two reaction cross sections, from threshold to
1 GeV, by including the most recent measurements [203].
In this respect, the n_TOF results played an important role
in the development of the new high-energy reference by the
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IAEA, thanks to the high quality of the n_TOF results and
the unprecedented energy range covered, being to date the
only available data between 400 MeV and 1 GeV.

Figure 49 shows the cross section for the natPb(n,f)
and 209Bi(n,f) reactions measured at n_TOF relative to the
235U(n,f) standard. It should be noted that the results shown
here are different at high energy than those reported in
Ref. [70], since in that publication the 235U(n,f) evaluated
cross section from the JENDL/HE-2007 file, later discov-
ered to be affected by an error above 200 MeV, was used as
reference. The results shown here have been obtained by a
re-analysis of the n_TOF data relative to the IAEA reference
file [203]. In the figure, the proton-induced fission cross sec-
tion is also shown for comparison, indicating agreement at
the highest energies, where (p,f) and (n,f) cross sections are
indeed expected to converge. The blue curve shows the lat-
est IAEA evaluation, which as already mentioned is mainly
based on the n_TOF results above 400 MeV. It is interest-
ing to notice that for 209Bi the previous IAEA evaluation,
performed in 2005 before the n_TOF data were available,
grossly underestimated the fission cross section above a few
hundreds of MeV.

6.2 Fission cross sections of minor actinides

Since the first experimental campaign at n_TOF, a large effort
has been made to measure the fission cross sections of the
most important minor actinides, of interest mainly for waste
transmutation and a new generation reactors for energy pro-
duction and for the optimisation of fission models used in
nuclear astrophysics, in particular for fission recycling in r -
process nucleosynthesis.

One of the first results obtained at n_TOF regarded the
neutron-induced fission cross section of 233U, the key reac-
tion of the Th/U fuel cycle. Data on this reaction were col-
lected with the Fast Ionisation Chamber up to 20 MeV [120,
121], complemented with the PPAC setup all the way up to
1 GeV [195,196]. High-accuracy results, characterised by
systematic uncertainties slightly above 3%, were obtained
for the first time on this reaction in a wide energy range.
While the n_TOF results confirmed the evaluations for neu-
tron energies below 100 eV and above 10 keV, they pointed
to the need of an important revision of the evaluations in the
intermediate energy region, of interest for fast reactors, as
shown in Fig. 50.

Another uranium isotope whose neutron-induced fission
cross section has been measured at n_TOF is 234U. Data on
this isotope are needed for the development of Th/U fuel
cycle, where it plays the same role as 240Pu in the Pu/U cycle
used in present-day reactors. During the Phase-I campaign,
the 234U(n,f) reaction was studied with the PPAC system
(in the perpendicular configuration). The measurement pro-
vided the first set of data in literature covering a wide energy

Fig. 50 Ratio between the 233U(n,f) cross section measured at
n_TOF [121] and the evaluated one from two major libraries, integrated
over a decade in neutron energy. For comparison, a previous measure-
ment covering a more limited energy range is also shown in the figure
by the red curve

Fig. 51 The 234U(n,f) cross section measured with the PPAC setup
(perpendicular configuration), above the fission threshold [69]. High-
accuracy data have been obtained for the first time up to 1 GeV neutron
energy

range from 1 eV to 1 GeV with an uncertainty of 4% [69],
shown in Fig. 51. An additional measurement was performed
with the FIC detector assembly and the resulting data cov-
ered the energy range from 20 keV up to 200 MeV with
high energy resolution, high statistics and systematic uncer-
tainties below 3% [46]. Due to the high energy resolution
of these data, previously observed fine structures around the
fission threshold were confirmed in the energy ranges 300–
600 keV and 0.8–1 MeV. The first of these structures could be
attributed to β-vibrational levels in the second minimum of
the fission barrier of 235U (class-II states), while the second
one around 1 MeV could only be explained by considering a
triple-humped barrier (class-III states).

An interesting case was the measurement of the fission
cross section of 236U [122]. For this reaction, the n_TOF
data unambiguously demonstrated that two major evalua-
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tions, namely JEFF-3.2 and ENDF/B-VII.0 were overesti-
mating the cross section at low energy by more than two
orders of magnitude and that several resonances present in the
evaluations were not related to the neutron-induced fission
of 236U, but rather to an unrecognised 235U contamination in
the sample used in the previous measurements included in the
evaluations. Also in this case, the n_TOF results called for a
re-evaluation of the 236U(n,f) cross section (a re-evaluation
still missing in the latest JEFF-3.3 and ENDF/B-VIII.0 eval-
uations).

In some cases, the measurements of several important
minor actinides were repeated with improved detector sys-
tems, purer and better characterised samples, and taking
advantage of the much higher flux in the second experi-
mental area (EAR-2). One such case is the measurement of
the 237Np(n,f) reaction cross section. A first measurement
was performed with the PPAC system in the first experi-
mental area covering the neutron energy range from 1 eV
to 1 GeV (see Sect. 4.2). An additional measurement was
also performed in EAR-1 by employing the FIC detection
setup, covering incident neutron energies between 150 keV
and 10 MeV. The cross section measured with the PPAC
setup [69] was found to be systematically higher, by 4–6%
in the plateau of first-chance fission, than the FIC measure-
ment [124] and evaluations of the major nuclear data libraries,
a somewhat unexpected result shown in Fig. 52. The discrep-
ancy in the PPAC results was later understood as related to
the sample preparation. The measurement was repeated with
the improved “tilted” setup (described in Sect. 4.2), charac-
terised by an almost complete coverage of the angular distri-
bution [128], contrary to the original setup that covered emis-
sion angles only up to 60◦. The new geometry was conceived
so as to minimise the effects of the angular anisotropy in frag-
ment emission at high energy that could potentially affect
the cross section determination. More recently, an additional
measurement was performed with Micromegas detectors in
EAR-2. The results, which are expected to be submitted for
publication in the near future, showed agreement with the
FIC data and the major evaluations, thus finally solving the
long-standing discrepancy.

Another minor actinide whose neutron-induced fission
cross section has been measured twice at n_TOF is 241Am.
A first measurement was performed in EAR-1 with the fis-
sion ionisation chamber [125,204]. While the n_TOF results
showed good agreement with major evaluations from ther-
mal neutron energy to 10 eV, in the resolved and unre-
solved resonance region they indicated that current evalu-
ated nuclear data libraries systematically underestimate the
cross section by ∼20%. However, the cross section in the
high-energy region was given as an average in wide energy
bins due to low statistics. In order to verify and improve
these results, the measurement of the 241Am(n,f) cross sec-
tion has recently been repeated with Micromegas detectors in

Fig. 52 The 237Np(n,f) cross section measurement was performed dur-
ing the first phase of operation in EAR-1 using the PPAC [69] and the
FIC [124] detection setups. The measurements had a 4–6% discrepancy
in the 1–6 MeV region (inset) therefore the measurement was repeated
in EAR-1 and EAR-2 with the “tilted PPAC” and Micromegas detectors,
respectively

the second experimental area, taking advantage of the higher
neutron flux and of the much more favourable signal-to-
background ratio in the new measuring station for the back-
ground related to the α-decay of this relatively short-lived
actinide. The analysis of this measurement is currently in
progress.

Together with 241Am, the neutron-induced fission cross
section of 243Am was also measured in EAR-1 with the Fast
Ionisation Chamber. While the α-particle background for this
long-lived actinide (T1/2 = 7.37 × 103 y) was not a prob-
lem, the analysis at low energy was complicated by the pres-
ence of contaminants, in particular 242mAm and 239Pu. The
latter contamination builds up in the sample as a result of
α-decay, and constitutes a problem, even for trace amounts,
due to its large fission cross section at low neutron ener-
gies. On the contrary, contaminants do not pose a problem
above the fission threshold, where high-accuracy data were
obtained [126], confirming current evaluations and defini-
tively ruling out a previous, 15% higher result.

An interesting result obtained at n_TOF regards the
245Cm(n,f) cross section, one of the most challenging mea-
surements performed so far at this facility. The main difficulty
in this case was related to a contamination of the sample with
the short-lived 244Cm isotope (T1/2=18.1 y). This 6.6% con-
tamination was the main responsible for the high α-activity,
of the order of 100 MBq, which constituted a very large
source of background together with spontaneous fission.
However, thanks to the high instantaneous neutron flux of
n_TOF, both problems did not hinder the measurement, and
at the end data affected by a relatively small uncertainty of 5%
were obtained. For this reaction, very few measurements had
previously been performed: below 30 eV only two datasets
were reported in literature, highly discrepant from each other,
while above 30 eV a unique high-resolution measurement,
performed with the neutron field from a nuclear detonation,
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Nuclear explosion neutron source

Fig. 53 Ratio of the resonance kernels of the 245Cm(n,f) cross section
measured at n_TOF and those extracted from evaluated data of two
major libraries (see Ref. [127]). Below 30 eV evaluations are based on
two highly discrepant measurements, while above this energy they are
based on a unique dataset, obtained with a neutron beam produced in
a nuclear explosion. The very good agreement of the n_TOF data with
evaluations above 30 eV demonstrates the unique features, in terms of
flux and resolution, of the n_TOF neutron beam

was available. The resonance kernels obtained at n_TOF are
compared with the ones determined from two major eval-
uations in Fig. 53, which are based on the three datasets
mentioned above. Below 30 eV, large discrepancies can be
seen between n_TOF results and evaluated data (and among
evaluations themselves), indicating the need of significant
corrections in the evaluations. On the contrary, an almost
perfect agreement is observed above 30 eV, demonstrating
that the resolution and accuracy that can be obtained with
the n_TOF neutron beam are comparable to those reached in
the past only with the use of the very intense neutron source
of a nuclear explosion. This result is particularly important
as it demonstrated the possibility of performing challenging
measurements at n_TOF.

On the basis of these results, two more difficult measure-
ments were attempted in the first experimental area: the 240Pu
and 242Pu fission cross sections. Both measurements were
performed with Micromegas detectors. However, while the
latter measurement was successfully completed [138,139],
the very high activity of the 240Pu samples, of the order of
6 MBq per sample, made it practically impossible to obtain
reliable results on this isotope. Apart from the large α-particle
background, the natural radioactivity of the sample led to
severe damage on the Micromegas foils during the measure-
ment, that had to last nearly 1 year in order to collect suitable
statistics, with a consequent degradation of the detector’s
response, as discussed in Sect. 4.3.

Fig. 54 The study of the neutron-induced fission of 240Pu, which was
the first measurement performed in EAR-2, yielded a cross section with
high resolution in a broad energy range between 9 meV and 6 MeV [205]

Fig. 55 The 240Pu fission cross section measurement performed in
EAR-2 offers better energy resolution compared to the latest time-
of-flight measurement by Tovesson et al. [206] and major evaluation
libraries. The energy region between 10 and 30 keV is shown

The radiation damage resulting from the use of a highly
radioactive sample can be avoided by minimising the dura-
tion of the measurement and reducing the detector gain. To
this end, the newly completed second experimental area at
n_TOF represented the ideal place for performing the chal-
lenging measurement on the 240Pu(n,f) cross section. The
much higher neutron flux, in this case, made it possible to
collect the needed statistics in just a few weeks, without any
appreciable damage to the detectors. Furthermore, the com-
bination of the higher flux and shorter time-of-flight than
EAR-1 resulted in a suppression of the background of more
than two orders of magnitude, as clearly shown in Fig. 11.
The measurement of the 240Pu(n,f) reaction was success-
fully performed in EAR-2; it was, in fact, the first one car-
ried out after the commissioning of the new experimental
area and demonstrated the potential of EAR-2 for challeng-
ing measurements on highly radioactive samples. Relative to
the scarce and discrepant previous measurements, the n_TOF
results are characterised by a higher resolution, wider energy
range from 9 meV up to 6 MeV, as shown in Figs. 54 and 55,
and higher accuracy.
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Very recently, a measurement of the neutron-induced fis-
sion cross section of 230Th was performed, both in EAR-1,
for high resolution, and in EAR-2, to probe the sub-threshold
region where the cross section is very low and practically no
data exist. Micromegas detectors were used in this case as
well. 230Th is important for the Th/U fuel cycle and there is a
lack of experimental data in the low-energy region, while the
existing data of the 230Th(n,f) reaction cross section above the
fission threshold only cover the energy range up to 25 MeV
with many discrepancies and low accuracy. Furthermore, the
peak in the excitation function of the cross section observed
in the vicinity of 720 keV has been interpreted in terms of
a vibrational mode resonance state in the secondary mini-
mum of a double-humped fission barrier, with K = 1/2. Bet-
ter experimental data in the energy region close to the fission
barrier may enable one to reveal finer structures of the fis-
sion mode and extract all possible spectroscopic information
on the states associated with the second well of the fission
potential. The main challenge in this case was related to the
sample availability, due to the fact that 230Th is a very rare
isotope and can be produced in very small quantities, a prob-
lem that at present represents a bottleneck for measurements
of short-lived radioisotopes. The 230Th samples were pre-
pared at JRC-Geel, where there was a sufficient quantity of
91.54% purity 230Th with 8.46% 232Th content, in the form
of thorium oxide (ThO2). The contribution of 232Th can be
accurately subtracted since the 232Th(n,f) cross section is
very well known. The material was electro-deposited on an
aluminium backing with a surface density of 100µg/cm2 cor-
responding to 5 mg per sample with an activity of 3.8 MBq.
The measurements have been successfully performed in both
experimental areas in 2018 and the data are currently under
analysis.

6.3 Measurements of FF angular anisotropy

Apart from cross sections, other features of fission reac-
tions have been investigated at n_TOF. In particular, the
use of position-sensitive parallel plate avalanche counters,
described in Sect. 4.2, allows one to study the fission frag-
ment angular distribution (FFAD). This is an important
observable that provides information on the fission mech-
anism, in particular on the spin of the levels of the fission-
ing nucleus at energies close to the threshold of the various
multiple-chance fission channels [207], and it makes it pos-
sible to characterise vibrational structures around the fission
threshold for the light Th, Pa and U isotopes [208]. Finally,
together with fission cross sections, FFADs are important for
determining the optimal set of model parameters, in particu-
lar on the fission barriers. At high energy, above a few tens
of MeV, theoretical models predict an isotropic behaviour, in
any case similar to the one predicted for proton-induced fis-
sion, although non-isotropic behaviour has been observed up

to 100 MeV neutron energy. Finally, FFAD also affects the
cross section determination for experimental setups charac-
terised by an incomplete coverage of the solid angle. This is
the case, in particular, for the PPAC mounted in a geometri-
cal configuration perpendicular to the neutron beam and used
in the coincidence mode, that is characterised by a limited
angular acceptance, as discussed in Sect. 4.2. In this case,
the fission fragment angular distribution must be taken into
account in order to calculate the detection efficiency.

Data on FFAD are scarce and often discrepant, in partic-
ular at high energy, due to the lack of neutron beams with
adequate spectral features, as well as of suitable detection
systems. The n_TOF facility offered the unique possibility
of studying FFAD all the way to 1 GeV with high resolu-
tion, provided that a proper detection system was developed.
To this end, the geometrical configuration of the position-
sensitive parallel plate avalanche counters was suitably mod-
ified, by mounting the detectors at an angle of 45◦ relative to
the neutron beam direction, as described in Sect. 4.2 and in
Ref. [128].

The fission fragment angular distribution is very sensitive
to the neutron energy. A concise way to represent this varia-
tion is to consider the energy dependence of the anisotropy,
defined as the ratio between the double differential cross sec-
tion at 0◦ and 90◦. Figure 56 shows the angular anisotropy
measured at n_TOF for 232Th from the fission threshold to
10 MeV [209]. Data have been collected all the way to 1 GeV
and will be the subject of a forthcoming publication. In the
plotted energy range the PPAC measurement is very well
consistent with existing data. The sideward peaking is well
exhibited by the drop of anisotropy around 1.6 MeV, where
the quantum number K , i.e. the projection of the spin along
the fission axis, is close to l, the total angular momentum
involved. The peaking of the anisotropy around 7 MeV is
a common feature coinciding with the opening of second-
chance fission. After emission of the neutron the excitation
energy drops, shrinking the distribution of K to low values,
producing the steep rise in anisotropy. Apart from 232Th, the
angular anisotropy has been measured at n_TOF for other
actinides, such as 234U and 237Np [130]. The analysis of
these data is near completion and the results will soon become
available.

7 Perspectives

After the end of the measurement campaign in 2018, n_TOF
operations were stopped, along with all other experiments at
CERN, due to the second long accelerator shut-down period
(LS2). Operations are scheduled to resume in 2021. Tak-
ing advantage of the shut-down period, a major upgrade
is being performed for both beam-related components and
detection systems. In particular, the lead spallation target is
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Fig. 56 Energy dependence of the FFAD of 232Th, measured with the
PPAC system (tilted configuration), compared to previous measure-
ments (see Ref. [209])

being replaced, as the old one has reached its foreseen life-
time of 10 years. Modifications are being implemented in
order to improve the neutron flux, the resolution function
and the background conditions in both experimental areas,
with emphasis on EAR-2. In particular, with the installation
of the new spallation target, the neutron flux in EAR-2 will be
increased by a factor of 2, without significantly affecting the
flux, excellent resolution and low background in EAR-1. The
extremely high instantaneous flux in EAR-2 already proved
to be a key factor for the feasibility of fission reaction stud-
ies with highly radioactive samples. Examples (discussed in
Sect. 6) were the challenging cross section measurements for
the 240Pu(n,f) and 241Am(n,f) reactions, successfully com-
pleted with samples of up to ∼20 MBq of α-activity.

The further enhanced flux in EAR-2 after the target
replacement will expand the potential of the facility for mea-
surements of isotopes of high specific activity or, equiva-
lently, short half-life. Specifically, fission reaction cross sec-
tion measurements on isotopes like 241Pu (T1/2 = 14 y),
242mAm (T1/2 = 141 y) and 244Cm (T1/2 = 18 y) will be
within reach in the near future at n_TOF, with the possibility
of obtaining high-accuracy and high-resolution data in a wide
energy range for the first time ever for these actinides. Addi-
tionally, there are numerous physics cases, (e.g. 243Am(n,f)
and 232Th(n,f)) of fission reaction studies performed in the
past at n_TOF in EAR-1, or in other neutron beam facilities,
where the uncertainties, in particular the systematic ones,
can be significantly improved. The expected high instanta-
neous flux of EAR-2, along with the improved signal-to-
background conditions is indeed expected to result in higher-
quality data compared to the past.

Another advantage of the n_TOF facility is that the fission
reaction rate for a given isotope can be measured in both
experimental areas. In this way a measurement can profit
both from the high instantaneous flux of EAR-2 and the
excellent time resolution of EAR-1. This combination can

be extremely useful in studies of threshold fission reactions.
In these cases, the resonance and the sub-threshold energy
region, where the reaction cross section is low, can be better
accessed in EAR-2, while for higher neutron energies (above
threshold) the measurement in EAR-1 would provide data
with higher resolution and extending all the way to 1 GeV.
The measurement of one reaction with the same experimen-
tal setup in both experimental areas has already successfully
been performed for the 230Th(n,f) reaction, just before the
end of the last campaign (see Sect. 6.2). This opportunity
can be exploited in the future for several isotopes, drastically
improving the quality of available data.

Together with the expected improvements of the neutron
beam characteristics, the fission experimental programme at
n_TOF will greatly benefit from advances in the detection
systems and the development of new techniques, which are
expected to extend current capabilities. As shown in Table
2, the majority of the measurements performed so far have
focussed on fission cross sections. However, a more com-
plete understanding of the fission process requires experi-
mental information on additional observables and correla-
tions between them, in particular for isotopes for which one
or more experimental information is missing. In particular,
studies of mass and charge distribution of the fission products
along with the angular distribution, are significant pieces of
information for the understanding on the fission mechanism.
A complete, “inclusive” study of the fission process is now
possible at n_TOF, thanks to improvements both in the neu-
tron beam and detection systems, and will be an aim of the
future experimental programme on fission at n_TOF.

In view of the importance of the fission process in the
interpretation of the observed r -process abundances (Fig. 3),
knowledge of the excitation function should be also accom-
panied by information of the fission yield, i.e. the mass and
charge distribution of the fission products. Accurate knowl-
edge of the yield of the fission products is also important for
the design and safe operation of Generation IV fast reactor
and ADS systems, as the decay of fission products affects
the total energy release, while the production yield of the
radioactive isotopes is an important parameter for the energy
balance and the neutron economy modelling.

For these reasons, the development and upgrade of the
detection systems in order to collect additional information
on fission events is of primary importance. By extending the
observables related to the fission process, the corresponding
theoretical models can be benchmarked, tested and finally
improved. In the end, more reliable theoretical calculations
are of the utmost importance for predictions of physics cases
that are not experimentally accessible. While measurements
of fission fragment yields have already been performed on
major actinides at n_TOF with the STEFF setup (described in
Sect. 4.4), it is foreseen to extend this programme to minor
actinides, in particular the heaviest ones, to provide better
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constraints to theoretical calculations, related in particular to
the modelling of fission recycling in r -process nucleosyn-
thesis. In this respect, the experimental programme might
benefit from the development of high-acceptance detectors
with good FF identification capabilities and with fast time
response to be able to sustain the high reaction count-rate
that can be achieved at n_TOF.

Another important observable to be studied in the future
fission programme at n_TOF is the angular distribution of fis-
sion fragments. The feasibility of FFAD measurements all the
way to 1 GeV neutron energy has recently been demonstrated
with two isotopes, 232Th and 237Np, studied with position-
sensitive PPAC detectors (described in Sect. 4.2). Apart from
PPAC data, segmented position-sensitive Micromegas detec-
tors, recently tested at n_TOF, could replace the existing
single-plate configurations so as to allow measurements of
fission fragment angular distributions.

A successful experimental programme on fission neces-
sarily relies on the availability of samples of suitable mass,
purity and homogeneity, and on their accurate characterisa-
tion. As only a few laboratories in Europe and world-wide
are licensed, skilled and equipped to prepare and characterise
actinide samples, this task is expected to pose increasing
challenges, in particular for short-lived isotopes. The lim-
ited amount of suitable sample material and of producers,
the difficulty in procuring the material with the required iso-
topic and chemical purity, the decreasing capabilities in terms
of deposition of highly radioactive material, due to loss of
facilities and expertise, and the long and cumbersome proce-
dure for transporting, handling and disposal of such material,
are making the preparation and use of tailor-made samples
a challenge by itself. A possible solution to these problems
is to transfer knowledge and share resources in a network of
sample producers, and efforts are on-going in this respect.
Finally, interaction of the sample producers with the users,
such as in the case of the n_TOF Collaboration, is very impor-
tant to ensure the efficient delivery of high-quality samples,
according to the required specifications.

Among other issues, the preparation of thin layers on sub-
strate foils with a maximum thickness of 1 µm is still a chal-
lenge. The foils are difficult to stretch and glue onto a frame
and be positioned in a molecular plating cell or vacuum evap-
oration system without breaking. Furthermore, foils of such
thickness are fragile, while they have to be resistant to the
electrolyte solution or to the heat during the molecular plating
process or vacuum evaporation process, respectively. Investi-
gation in this sense is on-going at JRC-Geel. A novel method
based on the so-called “Drop-on-Demand” technique (DoD),
as used in inkjet printers, has been developed at the Johannes
Gutenberg-Universität of Mainz [210]. The big advantage is
that any kind of manageable substrate can be used and that
the chance of thin foil-break is much lower compared to the
molecular plating and vacuum evaporation processes. Fur-

thermore, the areal density can be kept constant for deposits
with a larger diameter, which is not the case with molecular
plating and vacuum evaporation.

In summary, a rich experimental programme has been car-
ried out on fission at n_TOF in the last two decades. Long-
needed high-quality results have been obtained on several
major and minor actinides, as well as on Pb and Bi. The
main reason for the successful completion of the programme
relies on the features of the n_TOF neutron beams, very con-
venient and in some cases unique for fission studies, in par-
ticular the high instantaneous flux, the wide energy range,
covering more than 12 orders of magnitude, and the high
energy resolution. The development of suitable detection and
acquisition systems, the competences of the collaborating
target laboratories, such as the one at JRC-Geel, and finally
the large effort of the whole collaboration in data reduction
and analysis, as well as in the theoretical interpretation of
the results, have been fundamental ingredients towards the
completion of the successful experimental programme. After
the installation of the new spallation target and subsequent
commissioning, a new campaign on fission will start, with
dedicated studies aiming at improving the knowledge in this
field and to provide valuable and long-needed experimental
data of interest for different fields, such as nuclear energy
applications, nuclear astrophysics and modelling of nuclear
reactions. Another decade of exciting measurements lies in
front of us, on a subject now more intriguing and interesting
than ever before.

Data Availability Statement This manuscript has associated data in a
data repository. [Authors’ comment: As explained in the text (Sect. 6),
in accordance with CERN open data policy, and in line with the recom-
mended nuclear data dissemination and long-term preservation proce-
dure, all data related to n_TOF measurements discussed in this paper are
uploaded in the publicly available international EXFOR library [191].]
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