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Abstract92

Studying Vector Boson Scattering is crucial for understanding the electroweak symmetry breaking mechanism and93

it provides a complementary tool for measuring Higgs boson couplings to vector bosons. In addition, using the94

effective field theory (EFT) framework, one can probe the Beyond Standard Model physics through modifications of95

certain quartic gauge couplings. This thesis reports the first evidence, with the CMS detector, of electroweak (EW)96

production of leptonically decaying Z boson pair accompanied by two hadronic jets with a vector boson scattering97

topology. The study analyses 137fb−1 of proton-proton collisions produced at CERN Large Hadron Collider (LHC) at98

13 TeV centre-of-mass energy. Additionally, a prospective study is presented on the longitudinal scattering in the99

same channel at High-Luminosity (HL) and High-Energy LHC (HE-LHC) conditions, corresponding to 14 and 27 TeV100

centre-of-mass energy, respectively, with full event kinematics simulated.101

102

Although this channel is characterised by a fully reconstructable final state, the small cross section of EW sig-103

nal compared to the QCD-induced background makes it challenging to measure. Efficient identification of final state104

leptons is essential since efficiencies on their measurement enter the analysis with a power of four. Measurement105

of electron selection efficiencies and derivation of scale factors for 2016, 2017 and 2018 data-taking periods was106

performed. Electron identification is done at CMS using the multivariate approach with a multivariate classifier107

retrained, for all three periods, using the ExtremeGradient Boost software and with electron isolation included in the108

training. Uncertainties on both electron selection efficiencies and scale factors were reduced across the pT spectrum109

with special care towards reducing the uncertainties at low pT .110

111

The EW signal was extracted at 13 TeV using the Matrix Element Likelihood Approach (MELA) and the performance112

was cross-checked with the boosted decision tree (BDT) classifier. The EW production of two jets in association with113

two Z bosons was measured with an observed (expected) significance of 4.0 (3.5) standard deviations. The cross114

sections for the EW production were measured in three fiducial volumes and is 0.33
(+0.11)
(−0.10)(stat)

(+0.04)
(−0.03)(syst) fb in115

the most inclusive volume, in agreement with the Standard Model (SM) prediction of 0.275± 0.021 fb. Limits on the116

anomalous quartic gauge couplings were derived in terms of EFT operators T0, T1, T2, T8, and T9.117

118

The extraction of the longitudinal component of the Z bosons at the HL- and HE-LHC was performed using two119

multivariate approaches. A combined-background BDT was trained to separate the ZLZL signal from the mixture of120

ZLZT , ZTZT and QCD-induced backgrounds. In addition, a more complex approach, referred to as the 2D BDT,121

was designed to increase signal sensitivity. Two BDTs were trained simultaneously to separate the ZLZL signal122

from the QCD-induced backgrounds and the ZLZL signal from the mixture of ZLZT and ZTZT backgrounds. The123

effect on signal significance when increasing electron acceptance from |η| = 3 to |η| = 4 was studied as well. With124

an increased electron acceptance, the longitudinal component is expected to be measured with a significance of125

1.4 standard deviations at 14 TeV and with an integrated luminosity of 3000fb−1. A measurement of the longitudinal126

scattering in the ZZ channel is expected at 27 TeV, corresponding to an integrated luminosity of 15000fb−1, with127

7
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a signal significance of 4.6 standard deviations. With the extended electron acceptance, the first observation is128

expected with a significance of 5.4 standard deviations. Hence, this study demonstrates a significant benefit of further129

energy increase at the LHC for understanding the EW sector of the SM.130



Chapter 1131

The Standard Model and the vector boson132

scattering133

1.1 Preface to the chapter134

This chapter discusses theoretical foundations essential to follow the work presented in this thesis. Chapter starts with135

the short overview of the Standard Model. In sections 1.2.1 and 1.2.2 the Lagrangians of the quantum electrodynamics136

and quantum chromodynamics are derived from the local gauge invariance requirement. The next section discusses137

the unification of electromagnetic and weak interactions and derives the Lagrangian for the theory of electroweak138

interactions. In section 1.3 the origin of the weak vector boson masses is discussed through the mechanism of139

electroweak symmetry breaking and the Brout-Englert-Higgs mechanism. Section 1.4 introduces the theoretical140

concepts and phenomenology of the vector boson scattering. The emergence of the longitudinal polarization of vector141

bosons after the electroweak symmetry breaking is greatly important concept and is discussed in detail. Section142

1.4.2 introduces the effective field theory framework withing which the beyond Standard Model physics is searched143

for via measurements of anomalous quartic gauge copulings. The chapter ends in chronological overview of the most144

important results published thus far by the CMS and ATLAS collaborations on the topic of vector boson scattering in145

various channels and at different energies. This section is envisioned as a compact summary of available results and146

will help reader see the contribution of this thesis work as a part of the important ongoing endeavor towards better147

understanding fundamental physics at the smallest scale.148

1.2 Introduction to the Standard Model149

The most complete theory, to date, of elementary particles and interactions between them is given by the Standard150

Model (SM) of particle physics. This is a relativistic quantum field theory with underlying SU(3)C × SU(2)L × U(1)Y151

structure where the first term denotes a group symmetry of the quantum chromodynamics (QCD), the second152

term defines a group symmetry of the week sector of the theory while U(1) is a group symmetry of the quantum153

electrodynamics (QED). The subscripts C, L, and Y refer to color, left, and hypercharge. The building blocks of the154

theory are quantum fields whose excitations are identified as elementary particles.155

156

The fundamental classification of elementary particles in the SM is based on the quantum mechanics observ-157

able spin. Therefore, elementary particles are divided into the half-integer spin particles called fermions, and the158

integer spin particles called bosons. All mater in the universe consists of fermions, while bosons govern the inter-159

9



10 CHAPTER 1. THE STANDARD MODEL AND THE VECTOR BOSON SCATTERING

actions between them. Fermions are further divided into leptons and quarks while themselves are further grouped160

into three flavor generations. The first lepton generation consists of an electron (e) and an electron neutrino (νe).161

The other two generations, namely, muon (µ) with corresponding muon neutrino (νµ) and tau (τ ) with corresponding162

tau neutrino (ντ ), are then more massive replicas of the former. Only the first generation is stable, and can thus be163

observed in nature, while the other two are unstable and decay very fast into their first-generation counterparts.164

Similarly, quarks are grouped into three generations. The first generation is comprised of the up (u) and down (d)165

quarks. The other two generations comprise of the charm (c) and strange (s) quarks and the top (t) and bottom (b)166

quark. Similarly to leptons, only the first generation of quarks is stable.167

In addition to each fermion mentioned above, SM recognizes, for each fermion, its anti-particle. Each anti-particle168

differs from its matter counterpart only by an electromagnetic charge. The anti-particle is usually denoted with a bar169

above the particle designation. For example, an antimatter pair for the u quark is the anti-u quark denoted simply as170

ū.171

Unlike leptons, which can be observed in nature as excitations of underlying fields, this is not the case for quarks.172

A single quark has never been observed in nature. Instead, only combinations of a (quark, anti-quark) pair, called173

mezons, or quark triplets, called baryons, have been observed. An example of a baryon are the (u, u, d) triplet or174

the (u, d, d). The former is known as the proton and the latter as the neutron. Baryons and mezons are usually175

referred to as hadrons. Together with an electron, they make up the atom which is the fundamental building block of life.176

177

The electron is held in a bound state with a nucleus via electromagnetic interaction mediated through gauge178

bosons of the electromagnetic interaction. These are called photons and are a massless spin-1 bosons. On the other179

hand, the nucleus of the atom is held together by means of the strong force. The mediators of the strong force are180

massless, spin-1 gauge bosons called gluons. Heavy hadrons and leptons decay through the exchange of massive181

spin-1 gauge bosons of the weak force. These are W± and Z0 bosons. Unlike the strong interaction, which affects182

only those particles which posses the color charge, or electromagnetic interaction which only affects fermions with183

non-vanishing electric charge, a weak interaction effects all aforementioned particles. In the high energy limit, the184

electromagnetic force and the weak force are unified into a single force - the electroweak force.185

186

The final member of the elementary particle zoo is the massive, spin-0 particle predicted in theory in 1964 and187

discovered at CERN in 2012. As we will see in the following sections, this particle was introduced in order to resolve188

an important disagreement between the theory and the measured reality. Namely, according to the "original" SM, the189

gauge bosons should be massless. Although this is true for gauge bosons of the electromagnetic and the strong190

interactions, it contradicts the mass measurements of the gauge bosons in the weak sector of the theory. The particle191

is known as the Higgs boson and its origin will be discussed in section 1.3.2.192

193

The full list of thus known elementary particles in the SM is summarized in Fig. 1.1.194
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Figure 1.1: The list of known elementary particles in the Standard Model.

1.2.1 The Lagrangian of the quantum electrodynamics195

The starting point for constructing the Lagrangian density (henceforth Lagrangian) of the QED is the free Dirac196

fermion:197

Lfree = iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x) (1.2.1)

It can be easily checked that Lfree is invariant under global U(1) transformation198

ψ(x)→ ψ′(x) = eiQθψ(x) (1.2.2)

where Qθ is an arbitrary real constant, by plugging the transformation 1.2.2 into Lfree:199

Lfree = iψ̄′(x)γµ∂µψ
′(x)−mψ̄′(x)ψ′(x)

= ie−iQθψ̄(x)γµ∂µe
iQθψ(x)−me−iQθψ̄(x)eiQθψ(x)

= ie−iQθψ̄(x)γµeiQθ∂ψ(x)−mψ̄(x)ψ(x)

= iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x)

(1.2.3)

One would also like to have a similar behavior of the Lagrangian if the phase θ was the explicit function of the200

space-time coordinate θ = θ(x). However, this is not the case because201

∂ψµ(x)→ eiQθ (∂µ + iQ∂µθ)ψ(x) (1.2.4)
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If one wants the U(1) phase invariance to hold locally, a requirement know as the "gauge principle", one has to add202

another piece to the Lagrangian in a way that additional term in 1.2.4 (∂µθ) will cancel out. This can be achieved by203

introducing a new spin-1 field Aµ(x) which transforms as204

Aµ(x)→ A′µ(x) ≡ Aµ(x) +
1

e
∂µθ (1.2.5)

and replacing the usual derivative (∂µ) with the covariant derivative205

Dµψ(x) ≡ [∂µ − ieQAµ(x)]ψ(x) (1.2.6)

that transforms in the same way as the field itself:206

Dµψ(x)→ (Dµψ)′(x) ≡ eiQθDµψ(x) (1.2.7)

The new Lagrangian207

L ≡ iψ̄(x)γµDµψ(x)−mψ̄(x)ψ(x) = Lfree + eQAµ(x)ψ̄(x)γµψ(x) (1.2.8)

is now invariant under local U(1) transformations. The second term in Eq. 1.2.8 defines an interaction between the208

Dirac spinor ψ(x) and the gauge field Aµ. Finally, in order for Aµ to be a true propagating field, one needs to add a209

gauge-invariant kinetic term in the Lagrangian:210

Lkin = −1

4
Fµν(x)Fµν(x) (1.2.9)

where Fµν(x) ≡ ∂µAν − ∂νAµ is the electromagnetic field strength tensor.211

The complete Lagrangian describing an electron and a massless vector boson (photon) of spin 1 can be written as212

LQED = Lfree + eQAµ(x)ψ̄(x)γµ − 1

4
Fµν(x)Fµν(x)ψ(x) (1.2.10)

One could be tempted to introduce a mass term 1
2m

2AµAν , but this is not possible since the gauge invariance of the213

Lagrangian would be violated. As a result, a photon field remains massless. The Lagrangian that was derived gives214

raise to a set of equations215

∂µF
µν = Jν (1.2.11)

where Jν = −eQψ̄γνψ is the fermion electromagnetic current. These are know as Maxwell’s equations for electro-216

magnetism. Therefore, by only using gauge symmetry requirements, one can deduce the right QED Lagrangian from217

which the Maxwell equations follow. This points to the possibility that the QCD Lagrangian could be derived in the218

similar manner.219

1.2.2 The Lagrangian of the quantum chromodynamics220

Let qαf be a quark flavor field f and a color charge α. Using a vector notation in the color space, qTf ≡ (q1
f , q

2
f , q

3
f ), the221

free QCD Lagrangian reads222

Lfree =
∑
f

q̄f (iγµ∂µ −mf )qf . (1.2.12)
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The Lagrangian is invariant under global SU(3)C transformations in color space223

qαf → (qαf )′ = Uαβ q
β
f (1.2.13)

where U are unitary SU(3) matrices that can be written as224

U = ei
λa

2 θa (1.2.14)

Here, θa are the arbitrary parameters, while 1
2λ

a (a = 1, 2, ..., 8) are traceless Gell-Mann matrices that represent eight225

generators of the SU(3)C group. The matrices λa satisfy the commutation relations226 [
λa

2
,
λb

2

]
= ifabc

λc

2
(1.2.15)

fabc being the SU(3) structure constant.227

As was done in the derivation of the QED Lagrangian, one would like the QCD Lagrangian to be invariant under local228

SU(3)C transformations. Requiring again θ = θ(x), one is forced to replace ordinary quark derivatives with covariant229

derivatives. Since the SU(3)C group has eight generators of symmetry, eight different gauge bosons, Gµa(x), are230

needed. These are identified with eight gluons that mediate the strong interaction. Hence,231

Dµqf ≡
[
∂µ − igs

λa

2
Gµa(x)

]
qf ≡ [∂µ − igsGµ(x)] qf (1.2.16)

where [Gµ(x)αβ ] ≡
(
λa

2

)
αβ
Gµa(x) and g is a dimensionless coupling strength.232

Similarly to what was done in the QED case, one requires that covariate derivatives of the color vectors, Dµqf ,233

transform as vectors themselves which fixes the transformation properties of the gauge fields:234

Dµ → (Dµ)′ = UDµU†

Gµ → (Gµ)′ = UGµU† − i

gs
(∂µU)U†.

(1.2.17)

One can show that, for the infinitesimal SU(3)C transformation, the gauge fields transform as235

Gµa → (Gµa)′ = Gµa +
1

gs
∂µ(δθa)− fabc(δθb)Gµc . (1.2.18)

Because the SU(3)C group is not commutative, the gauge transformation of the gluon fields is more complicated than236

that obtained in QED for the photon field. In addition, non-commutativity of the SU(3)C gives rise to an additional237

term involving the gluon fields themselves. Finally, the coupling constant, g, which describes the strength of the238

interaction between the gluon fields and quarks, is constant.239

240

In order to construct a kinetic term for the gluon fields, the corresponding field strengths are introduced:241

Gµν(x) ≡ i

gs
[Dµ, Dν ] = ∂µGν − ∂νGµ − igs[Gµ, Gν ] ≡ λa

2
Gµνa (x) (1.2.19)

where Gµνa (x) = ∂µGνa − ∂νGµa + gsf
abcGµbG

ν
c242

Using a gauge transformation243

Gµν → (Gµν)′ = UGµνU† (1.2.20)
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and taking a proper normalization for the gluon kinetic term, one can derive the SU(3)C-invariant QCD Lagrangian:244

LQCD =
1

4
Gµνa Gaµν +

∑
f

q̄f (iγµDµ −mf )qf . (1.2.21)

By decomposing the Lagrangian into separated components, one can get a better insight into the structure of the245

QCD:246

LQCD =− 1

4
(∂µGνa − ∂νGµa)(∂µG

a
ν − ∂νGaµ) +

∑
f

q̄αf (iγµ∂µ −mf )qalphaf

+ gsG
µ
a

∑
f

q̄αf γµ

(
λa

2

)
αβ

qβf

− gs
2
fabc(∂µGνa − ∂νGµa)GbµG

c
ν −

g2
s

4
fabcfadeG

µ
bG

ν
cG

d
µG

e
ν

(1.2.22)

The first line contains the correct kinetic terms for the different fields which give rise to the quark propagators. The247

second line describes the interaction between quarks and gluons. The last line is a consequence of the non-Abelian248

structure of the SU(3)C group and includes the cubic and the quartic gluon self-interaction terms. The gluon self-249

interaction is a unique feature of the QCD theory whereby no such terms exist in the QED. This is the source of the250

emergent phenomena in the theory of QCD interactions such as the asymptotic freedom and the color confinement.251

The former ensures that the strong interaction becomes weaker at small distances, while the latter ensures that the252

strong interaction becomes stronger as quarks are being separated which results in only color-neutral states to be253

observed in nature.254

1.2.3 Unification of the electromagnetic and the weak interaction255

In the last two sections, the application of gauge invariance on the SU(3)C and U(1) group led to the Lagrangian of256

the gauge fields of the QED and QCD sectors of the SM. It than makes sense to try the same approach to obtain257

the Lagrangian of the electroweak interaction. It is known that left- and right-handed fields exhibit different behavior.258

In addition, left-handed fermions appear in doublets, while the right-handed fermions appear as singlet states. In259

addition, the theory should produce three massive gauge bosons, corresponding to W± and Z0 bosons, as well as260

the massless photon field. The simplest symmetry group that sattisfies these conditions is261

SU(2)L ⊗ U(1)Y (1.2.23)

where the L and Y stand for left and hypercharge respectively.262

For the single family of quarks we would have the following representation263

ψ1(x) =

u
d


L

ψ2(x) = uR ψ3(x) = dR. (1.2.24)

The same can be applied to leptons264

ψ1(x) =

µe
e−


L

ψ2(x) = νeR ψ3(x) = e−R. (1.2.25)
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We start from the free Lagrangian265

Lfree = iū(x)γµ∂µu(x) + id̄(x)γµ∂µd(x) =

j=3∑
j=1

iψ̄j(x)γµ∂µψj(x) (1.2.26)

which is invariant under global transformations in the flavor space:266

ψ1(x)→ ψ′1(x) ≡ eiy1βULψ1(x),

ψ2(x)→ ψ′2(x) ≡ eiy2βψ2(x),

ψ3(x)→ ψ′3(x) ≡ eiy3βψ3(x).

(1.2.27)

Here, parameters yi are hypercharges and UL ≡ ei
σi
2 α

i

(i = 1, 2, 3) is the non-Abelian matrix representing the SU(2)L267

transformation acting on the doublet field ψ1.268

Similarly to the QED case, we require the the Lagrangian to be invariant under the local gauge transformations269

by having αi = αi(x) and βi = βi(x). The first step is to introduce the covariant derivative. Since there are four270

generators of symmetry in the SU(2)L ⊗ U(1)Y , there will laso be four gauge parameters:271

Dµψ1(x) ≡
[
∂µ − igW̃µ(x)− ig′y1Bµ(x)

]
ψ1(x),

Dµψ2(x) ≡ [∂µ − ig′y2Bµ(x)]ψ2(x),

Dµψ3(x) ≡ [∂µ − ig′y3Bµ(x)]ψ3(x).

(1.2.28)

For easier readability, SU(2)L matrix field W̃µ(x) = σi
2 W

i
µ(x) was introduced. The three gauge fields Wµ and272

additional field Bµ give exactly four gauge fields as needed. However, these are not, at this point, identically identified273

with the W± and Z0 bosons.274

Similarly to what was done in the derivation of the QCD Lagrangian, one wants the Dµψj(x) to transform in the same275

manner as the ψj(x) fields which fixes the transformation properties of the gauge fields:276

W̃µ → W̃ ′µ ≡ UL(x)W̃µU
†
L(x)− i

g
∂µUL(x)U†L(x),

Bµ(x)→ B′µ(x) ≡ Bµ(x) +
1

g′
∂µβ(x),

(1.2.29)

where UL ≡ ei
σi
2 α

i(x). One can see that the Bµ field transform exactly the same as the photon field of the QED, while277

W i
µ fields transform in a similar way to the gluon field of the QCD.278

Finally, the free Lagrangian279

Lfree =

j=3∑
j=1

iψ̄j(x)γµDµψj(x) (1.2.30)

is now invariant under local SU(2)L ⊗U(1)Y gauge transformations. If one wants to built gauge-invariant kinetic term,280
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one can introduce corresponding field strengths:281

Bµν ≡ ∂µBν − ∂νBµ

W̃µν ≡
σi
2
W i
µν ,

(1.2.31)

where W i
µν = ∂µW

i
ν − ∂νW i

µ + gεijkW j
µW

k
ν . The field Bµν will remain invariant under the local gauge transformation,282

while W̃µν will transform covariantly:283

Bµν → Bµν , W̃µν → ULW̃µνU
†
L (1.2.32)

The kinetic part of the Lagrangian is then284

Lkin = −1

4
BµνB

µν − 1

4
W i
µνW

µν
i (1.2.33)

Finally, the full Lagrangian for the electroweak interaction is then285

L =

j=3∑
j=1

iψ̄j(x)γµDµψj(x)− 1

4
BµνB

µν − 1

4
W i
µνW

µν
i (1.2.34)

Because the Lagrangian contains quadratic terms in W i
µν , the cubic (ZWW , γWW ) and quartic (ZZWW , γZWW ,286

γγWW and WWWW ) self-interaction among gauge fields arise directlly. The strength of these interactions is287

determined by the SU(2)L coupling g. One can notice that there is always, at least, a pair of charged W bosons in288

the self-interaction terms since the non-Abelian structure of the SU(2)L doesn’t generate neutral vertices containing289

only photons and Z bosons. The Lagrangian contains the interaction of the fermion fields with the gauge bosons and290

the W± and the Z0 boson are obtained through linear combinations of the gauge bosons.291

W±µ =
1√
2

(
W 1
µ ∓W 2

µ

)
Z0
µ = cosθwW

3
µ − sinθwBµ

(1.2.35)

and the photon field Aµ292

Aµ = sinθwW
3
µ − cosθwBµ (1.2.36)

Additionally, one can see that the gauge invariance forbids the massive fermionic fields since this would give raise to a293

mixture of the left- and the right-handed fields through term m(ψ̄LψR + ψ̄RψL) which would explicitly break the gauge294

symmetry of the Lagrangian. In the same manner, one cannot introduce the mass term for the gauge fields without295

explicitly breaking the gauge symmetry. Thus, the SU(2)L⊗U(1)Y only contains massless gauge fields. Before 1964,296

the origin of the gauge boson masses in the SM framework was one of the most urgent issues to be resolved since297

the experiments estimated the mass of the W and the Z bosons to be around 80.30 GeV and 91.19 GeV respectively.298

This was resolved through the mechanism of spontaneous symmetry breaking discussed in the next section.299
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1.3 Electroweak symmetry breaking300

1.3.1 Spontaneous symmetry breaking and the Goldstone theorem301

We start by introducing a complex scalard field φ, with Lagrangian302

L = ∂µφ
†∂µφ− V (φ), (1.3.1)

where303

V (φ) = µ2φ†φ+ h
(
φ†φ

)2
(1.3.2)

and the Lagrangian is invariant under global phase transformations of the scalar field304

φ(x)→ φ′(x) ≡ eiθφ(x) (1.3.3)

In order to find the ground state of the potential one can simply evaluate305

∂V (ψ)

∂φ
≡ µ2φ† + 2hφ†φφ† = 0 =⇒ φ†

(
µ2 + 2hφ†φ

)
= 0 (1.3.4)

In order to have a ground state one must bound it from bellow and thus h > 0. The Eq. 1.3.4 can then only hold if306

1. µ2 > 0: φ = 0307

2. µ2 < 0: |φ0| =
√
−µ2

2h ≡
v√
2
> 0308

The first solution is a trivial one which describes a scalar particle with mass µ and coupling h. This solution309

corresponds to the potential shape shown on the left-hand side of the Fig. 1.2.310

The solution with µ < 0 is more interesting and is shown on the right-hand side of the same figure. Due to the phase311

invariance of the Lagrangian, there is an infinite number of degenerate states of minimum energy, φ0 = v√
2
eiθ, each312

corresponding to a single point in the "minima" valley depicted as the dashed circle in the figure. By choosing any313

specific solution, the symmetry of the ground state will be broken. This is referred to as the spontaneous symmetry314

breaking. One can chose θ = 0 and parametrize the excitations above the ground state as315

φ(x) =
1√
2

[v + φ1(x) + iφ2(x)] , (1.3.5)

where φ1 and φ2 are real fields. The field φ1 corresponds to the oscillations in the radial direction around the specified316

minimum. On the other side, the field φ2 corresponds to the oscillation in the angular direction around the specified317

minimum, i.e. along the dashed circle in the figure. This then results in the potential of the form318

V (φ) = V (φ0)− µ2φ2
1 + hvφ1(φ2

1 + φ2
2) +

h

4
(φ2

1 + φ2
2)2 (1.3.6)

One can immediately notice that the mass term, m2
φ1

= −2µ2, for the φ1 field, describing the radial oscillations, pops319

out. At the same time, an additional massless field, φ2, associated with the angular oscillations around the minimum,320

emerges as a consequence of the spontaneous symmetry breaking. In other terms, in addition to a massive particle,321

a massless particle emerged as a result of the spontaneously broken symmetry.322

323

This finding is generalized through Nambu-Goldstone theorem: if the Lagrangian is invariant under a continu-324

ous group with M generators, but the vacuum is invariant only under a subgroup with N generators (M > N), then325
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there must appear M −N massles, spin-0 particles. In other words, one massless, spin-0 particle must appear for326

each generator of the symmetry that was lost. This particle is known as the Nambu-Goldstone boson, or, simply, the327

Goldstone boson. The idea of the spontaneous symmetry breaking, and, consequently, the emergence of Goldstone328

bosons, is central to the generation of masses of the W± and Z0 bosons. This is discussed in the next section.329

𝑉(𝜙)

|𝜙|

𝑉(𝜙)

|𝜙|

Figure 1.2: The shape of the scalar potential for µ2 > 0 (left) and µ2 < 0. The latter features an infinite set of
degenerate vacua, corresponding to different phases θ, connected through a massless field excitation φ2.

1.3.2 The Brout-Englert-Higgs mechanism330

In order to explain the origin of masses of the weak gauge bosons, one must consider a doublet of complex scalar331

fields332

φ(x) =

φ(+) = φ1 + iφ2

φ(0) = φ3 + iφ4

 (1.3.7)

The two components of the charged field, φ1 and φ2 will give raise to two Goldstone bosons that will be incorporated333

into two massive W bosons, while the φ4 component of the neutral field will give raise to a third Goldstone boson that334

will be incorporated into a massive Z boson.335

The corresponding Lagrangian for the the doublet of complex scalar fields than reads336

L = (Dµφ)†Dµφ− µ2φ†φ− h(φ†φ)2 (1.3.8)

where337

Dµφ =

[
∂µ − igW̃µ − ig′

2
Bµ
]
φ, (1.3.9)

is invariant under local SU(2)L ⊗ U(1)Y symmetry. As before, one requires that the potential be bound from bellow338

so that h > 0 and by choosing µ < 0 obtains the potential similar to the one considered before. This gives rise to an339
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infinite set of degenerate ground states defined by340

|φ(0)
0 | =

√
−µ2

2h
≡ v√

2
(1.3.10)

where one must bear in mind that only a neutral field can acquire a vacuum expectation value due to electric charge341

conservation. By choosing any specific ground state one spontaneously breaks the SU(2)L ⊗ U(1)Y symmetry342

into electromagnetic subgroup U(1)Y . Since the original symmetry with four generators has been broken into the343

symmetry with only one generator, the Goldstone theorem mandates that three Goldostone bosons must appear.344

One can now, similarly as before, parametrize the excitations above the ground state as345

φ(x) = ei
σi
2 θ

i(x) 1√
2

 0

v +H(x)

 (1.3.11)

where σi are generators of the SU(2)L algebra, θi(x) are the three massless Goldstone bosons, and H(x) is the346

Higgs field whose excitation corresponds to the Higgs boson.347

If one chooses the unitary gauge θi(x) = 0, the kinetic part of the Lagrangian in Eq. 1.3.8 then becomes348

(Dµφ)†)Dµφ→ 1

2
∂µH∂

µH + (v +H)2

[
g2

4
W †µW

µ +
g2

8cos2θw
ZµZ

µ

]
(1.3.12)

As one can notice, the massless Goldstone boson fields have been incorporated into a new, massive, W and Z349

boson fields as a consequence of the non-vanishing vacuum value of the neutral scalar field and after a choice of an350

appropriate gauge requirement. After the spontaneous breaking of the electroweak symetry (EWSB), the mass of the351

electroweak bosons is352

MZ =
vg

2cosθw

MW =
1

2
vg

(1.3.13)

The photon remained massless after the EWSB because the U(1)QED is an unbroken symmetry. Before the EWSB353

the Lagrangian contained massless W± and Z0 bosons which gives 3× 2 = 6 degrees of freedom since massless,354

spin−1 fields can only have two values of polarization, 1 and −1, corresponding to the two transverse polarizations.355

However, after the EWSB, three Goldstone bosons have been "eaten" by the weak bosons giving them mass and,356

consequently, additional degree of freedom: longitudinal polarization.357

1.4 Vector boson scattering358

A new feature emerging from the EWSB mechanism is the longitudinal polarization of massive gauge bosons in the359

weak sector. By comparing the polarization vectors of the transversely polarized vector bosons360

εµ+ =
1√
2

(0 1 i 0)µ

εµ− =
1√
2

(0 1 − i 0)µ
(1.4.1)

where εµ+ and εµ− correspond to the right and left helicity states of the transverse polarization, respectively,361
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to the polarization vector of the longitudinally polarized vector boson of mass m and momentum kµ = 1
m (kz 0 0 E)µ362

εµL =
1

m
(kz 0 0 E)µ (1.4.2)

one notices a striking difference between the two. While the transverse components remain constant as the scattering363

energy increases, the longitudinal component scales with scattering energy as E/m. The reason for the difference364

in the high-energy behavior of the two polarizations stems from the different origin of the two. The transverse365

polarization exist in the theory of the weak sector prior to the EWSB and corresponds to the massless gauge bosons.366

On the other hand, the longitudinal component of the polarization is the consequence of incorporating the Goldstone367

bosons of the EWSB into the gauge boson fields as a result of local symmetry and unitarity gauge requirement.368

369

The difference in the behavior of the two polarizations in the high-energy limits suggests that, at high energies,370

a longitudinal component can be disentangled from the transverse component. While the longitudinal states are371

equivalent to the Goldstone Bosons of the EWSB, the transverse states correspond to the original electroweak gauge372

bosons. Using the Goldstone boson equivalence theorem [1–3], one can conclude that scattering of the longitudinal373

vector bosons is equivalent to the scattering of Goldstone bosons.374

The importance of this statement becomes clear if one looks, for example, at the scattering amplitude of the375

W+
LW

−
L →W+

LW
−
L process [4]:376

MSM (W+
LW

−
L →W+

LW
−
L ) ≈MSM (w+w− → w+w−) ≈ −im

2
H

v2

[
2 +

m2
H

s−m2
H

+
m2
H

t−m2
H

]
, (1.4.3)

where w± are the Goldstone bosons, and s and t are the Mandelstam variables.377

In the high-energy limit where s, |t| >> m2
H , this expression becomes constant and the cross section falls proportion-378

ally with the scattering energy (σ ∼ 1
s ).379

On the other hand, without the Higgs boson in the SM (mH →∞), the matrix element becomes380

MHiggsless(W
+
LW

−
L →W+

LW
−
L ) ≈ is+ t

v2
(1.4.4)

This shows that without the Higgs bosons, in the high-energy limit, the cross section will diverge and, therefore, the381

unitarity of the theory will be violated. This points to the significance of the cancellations between the contributions382

from pure gauge diagrams and Higgs interactions. More so, not only does the unitarity violation occur if there is no383

Higgs boson, but it occurs also around the energy of ≈ 1.2 TeV if the couplings of the Higgs bosons to the vector384

bosons differs from the SM prediction [2,5]. This result was the primary argument for the yet-unobserved physics at385

the TeV scale. It showed that either the Higgs boson will have to be found at the LHC, or some other phenomena386

would have to appear at the TeV scale in order to preserve the unitarity.387

388

With the Higgs boson discovered, the problem of the unitarity violation was resolved given that the coupling of389

the Higgs boson to the vector bosons is as predicted by the SM. Thus, the scattering of longitudinal vector bosons390

proves to be an important tool for probing the scalar sector of the SM and studying EWSB mechanism. In addition,391

VBS enables one to study the non-Abelian structure of the electroweak (EW) sector by probing the quartic vertices.392

Finally, a beyond SM (BSM) phenomena could manifest themselves, for example, in modifications to the quartic393

gauge couplings that increase the production cross section. This will be discussed, in more detail, in section 1.4.2.394
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1.4.1 Characteristics of VBS processes395

A typical example of a VBS process are two gauge bosons mediated by the two separate quark lines which then396

interact. VBS is defined at a tree-level as O(α6) process which includes the decay products of the heavy gauge397

bosons. Depending on the decay products of the two vector bosons, VBS processes are observed through the fully398

leptonic decay channel with four leptons and two hadronic jets in the final state, a semi-leptonic channel with two399

leptons and four jets in the final state and fully hadronic decay channel with six jets in the final state. Some example400

Feynman diagrams of the processes that lead to the 4l2j final state are shown in Figs. 1.3 - 1.6 where the vector401

bosons are denoted as V , fermions with f and quarks with q.402

403

The Fig. 1.3 shows representative Feynman diagrams for the VBS production of the 4l2j final state. The top404

row shows the EW VBS production through the quartic (top-left) and two trilinear (top-right) coupling diagrams. The405

bottom diagram shows the production of the same final state through the t-channel exchange of the Higgs boson.406

The latter ensures unitarity through Higgs boson coupling to the vector boson fields.407

Figure 1.3: Representative Feynman diagrams for the VBS production of the VVjj final state with a scattering topology
including the quartic (top-left) and two trilinear (top-right) vertices together with the t-channel exchange of the Higgs
boson.
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The Fig. 1.4 represents the non-VBS production with EW vertices only that cannot be separated from the VBS408

production and, thus, must be included. The left-hand side diagram is an example of one vector boson being radiated409

from the quark line, while on the right-hand side diagram an off-shell boson splits into the two final state bosons.410

These diagrams are needed for ensuring the gauge invariance.411

412

Figure 1.4: Representative Feynman diagrams for the non-VBS production of the VVjj final state with a scattering
topology including the quartic (top-left) and two trilinear (top-right) vertices together with the t-channel exchange of
the Higgs boson.

The Fig. 1.5 shows the pure EW diagrams that are not relevant for the study presented in this thesis and can be413

suppressed by appropriate phase space selection. The diagram shown on the left-hand side is an example of the414

non-resonant diagrams where the final state leptons originate from an off-shell Z boson and can be suppressed by415

requiring an on-shell Z boson. The right-hand side diagram shows the triboson production where one of the gauge416

bosons decay hadronically. The hadronic jets originating from such process will have dijet mass of around 100 GeV.417

For this reason, the mjj > 100 GeV cut will be applied in the analysis.418

419

Figure 1.5: Feynman diagrams for the non-resonant production of the VVjj final state. These processes can be
suppressed by appropriate pahe space selection.
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Finally, the Fig. 1.6 shows two examples of the QCD-induced production of the 4l2j final state.420

421

422

Figure 1.6: Representative Feynman diagrams for the QCD-induced production of the VVjj final state.

In addition to the purely EW contributions at order O(α6), VBS processes also include reducible contributions of order423

O(α5αs) and O(α4α2
s). These are reffered to as the VBS signal, interference and QCD background respectively.424

Because EW and QCD contributions behave differently, the maxima of dijet mass distributions will peak at different425

parts of the detector. This is shown in Fig. 1.7.426

Figure 1.7: Double-differential distributions in the variables mjj and |∆yjj | for the three LO contributions of orders
O(α6) (top-left), O(α5αs) (top-right) and O(α4α2

s) (bottom) corresponding to the VBS signal, interference and QCD
background contribution respectively. The figure is taken from [6] where one can also find the details on the selection
criteria which was applied.
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Since the EW contribution doesn’t feature QCD exchanges between the two quark lines while the QCD component427

does, the differential cross section as a function of the dijet invariant mass or the rapidity difference between the two428

outgoing hadronic jets is different for the two components.429

As one can see, the distinctive feature of the VBS processes are the two hadronic jets (referred to as the tagging jets)430

with large invariant masses and the large pseudorapidity gap between them. The latter can be also confirmed by431

investigating the expression for the square of the scattering amplitude:432

|A|2 ∼ p1 · p2 · p3 · p4

(q2
1 −m2

Z)2(q2
2 −m2

Z)2
, (1.4.5)

where p1 and p2 are the momenta of the incoming quarks, p3 and p4 are the momenta of the outgoing quarks, and433

q1 = p1 − p3 and q2 = p2 − p3 are the momenta of the intermediate gauge bosons.434

The scattering amplitude is large if mjj ≡ p3 · p4 is large. One can show that435

mjj ≈ 2 · pT (j1)pT (j2) [cosh(ηj1 − ηj2)− cos(φj1 − φj2)] (1.4.6)

Given the constant momenta of the outgoing jets, this expression is largest when the psudorapidity gap between436

the jets is large and when the jets are back-to-back (φj1 − φj2 → π). This agrees with conclusions inferred from the437

distributions shown in Fig. 1.7438

Additionally, the expression for the square of the scattering amplitude can be large if the denominator is small which439

occurs for small values of qi. It can be shown that the square of q1 can be written in terms of the scattering angle, θ1,440

between ~p1 and ~p3, the energy of the incoming (E1) and outgoing (E3) quarks, and the transverse momentum of the441

outgoing quark (pT,3):442

q2
1 = − 2

1 + cosθ1

E1

E3
p2
T,3 (1.4.7)

This expression is smallest when the scattering angle is small (θ1 → 0) or when the transverse momentum of the443

outgoing quark is small. Since the quarks will recoil against the vector bosons upon radiation, and since enough444

energy is needed to create the on-shell Z boson of the final state, the pT of the outgoing jets will be of the order of445

the Z boson mass pT (j) ≈ mZ .446

447

An additional feature of the EW production of the 4l2j final state is the kinematics of the vector bosons with448

respect to the tagging jets. While the jets are found, preferably, at the low scattering angles, the gauge bosons tend449

to be found in the pseudorapidity gap between them.450

Finally, due to the absence of the color flow between the interacting partons, hadron activity in the central region of451

the detector is suppressed [7].452

1.4.2 Effective field theory453

As was discussed in section 1.2.3, the SU(2)L ⊗ U(1)Y gauge symmetry gives rise to the trilinear and quartic gauge454

couplings of the vector bosons. Therefore, studying these interactions can further confirm the theoretical predictions,455

or point to some deviations from SM predictions that would give a hint to possible new physics at a higher scale. In456

particular, modifications of the vector boson couplings, either amongst themselves, or to the Higgs boson, could457

result in imperfect cancellation between the Feynman amplitudes including quartic gauge boson interactions, trilinear458

gauge boson couplings, and Higgs exchange. This would result in the increase of the cross section with energy that459

could be observed as an excess of events compared to the SM prediction.460

461
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One approach in the search for the beyond SM (BSM) physics exploits the effective field theory (EFT) approach. This462

approach comes in two flavours. In the model-dependent top-down approach one starts with an ultraviolet-complete463

(UV-complete) theory, finds its s low-energy behaviour, and, finally, tries to match it to the SM. On the other hand, in464

the bottom-up approach one starts with the SM and builds towards the UV regime. This approach does not provide465

the concrete predictions for the BSM scenarios, but gives tools to study new physics in the regime accessible from466

the SM. [8–11]467

468

When building the bottom-up approach one starts from the SM Lagrangian with underlying SU(3)C ⊗SU(2)L⊗U(1)Y469

symmetry with all operators with dimension of up to four. Next, one seeks to extend the theory by adding operators of470

higher dimensions with coefficients of inverse power of mass therefore lifting the restriction of renormalizability. The471

EFT Lagrangian can be written as472

LEFT = LSM +
∑
d>4

∑
i

f
(d)
i

Λd−4
O(d)
i , (1.4.8)

where O(d)
i are the d-dimensional BSM operators invariant under the symmetries of the SM, fi are the corresponding473

Wilson coefficients or coupling strengths and Λ is the typical scale of new physics. Any evidence for a non-zero474

Wilson coefficient would represent a clear sign of new physics.475

The dominant operator in the expansion will be the one with dimension five and is responsible for generating Majorana476

massed for neutrinos [12]. However, all odd-power operators lead to lepton or baryon number violation and are477

omitted [13]. We are, thus, left with dimension-6 operators followed by the dimension-8 operators.478

The former are responsible for the emergence of anomalous triple gauge couplings (aTGCs), while later give rise479

to the anomalous quartig gauge couplings (aQGCs). The study presented in this thesis will focus on the operators480

that modify the quartic gauge couplings while simultaneously leaving trilinear gauge couplings intact. The reason481

behind this is the fact that VBS channel explored in this thesis is most sensitive to probing aQGCs. The list of all482

aQGC operators in the linear Higgs-doublet representation [14] can be found in Table 1.1. The modified field strength483

tensors are given by484

Ŵµν = igw
σj

2
W j, µν

B̂µν =
ig

2
Bµν

(1.4.9)

Table 1.2 shows which vertices are modified by individual operators.485

The aQGCs that only involve the EW fields are given by the tensor operators OT , whereby the ZZjj channel explored486

in this thesis work is most sensitive to the charged-current operators OT,0,1,2 as well as the neutral-current operators487

OT,8,9.488
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Class Definition

Scalar
involve only the scalar field

OS,0 =
[
(Dµφ)†Dνφ

]
×
[
(Dµφ)†Dνφ

]
OS,1 =

[
(Dµφ)†Dµφ

]
×
[
(Dνφ)†Dνφ

]
OS,2 =

[
(Dµφ)†Dνφ

]
×
[
(Dνφ)†Dµφ

]

Tensor
involve only the field strength tensor

OT,0 = Tr
[
Ŵµν , Ŵ

µν
]
× Tr

[
Ŵαβ , Ŵ

αβ
]

OT,1 = Tr
[
Ŵαν , Ŵ

µβ
]
× Tr

[
Ŵµβ , Ŵ

αν
]

OT,2 = Tr
[
Ŵαµ, Ŵ

µβ
]
× Tr

[
Ŵβν , Ŵ

να
]

OT,5 = Tr
[
Ŵµν , Ŵ

µν
]
× B̂αβB̂αβ

OT,6 = Tr
[
Ŵαν , Ŵ

µβ
]
× B̂µβB̂αν

OT,7 = Tr
[
Ŵαµ, Ŵ

µβ
]
× B̂βνB̂να

OT,8 = B̂µνB̂
µν × B̂αβB̂αβ

OT,9 = B̂αµB̂
µβ × B̂βνB̂να

Mixed
involve the field strength tensor

and the scalar field

OM,0 = Tr
[
Ŵµν , Ŵ

µν
]
×
[
(Dβφ)†Dβφ

]
OM,1 = Tr

[
Ŵµν , Ŵ

νβ
]
×
[
(Dβφ)†Dµφ

]
OM,2 = B̂µνB̂

µν ×
[
(Dβφ)†Dβφ

]
OM,3 = B̂µνB̂

νβ ×
[
(Dβφ)†Dµφ

]
OM,4 = (Dµφ)†ŴβνD

µφ× B̂βν

OM,5 = (Dµφ)†ŴβνD
νφ× B̂βµ

OM,7 = (Dµφ)†ŴβνŴ
βµDνφ

489

Table 1.1: Scalar, tensor and mixed dimension-eight operators in the EFT approach. Limits on the Wilson coefficients
for the OT,0,1,2 as well as the OT,8,9 operators are derived in chapter 4. The table is taken from [15].490

OS,0
OS,1
OS,22

OM,0

OM,1

OM,7

OM,2

OM,3

OM,4

OM,5

OT,0
OT,1
OT,2

OT,5
OT,6
OT,7

OT,8
OT,9

WWWW X X X

WWZZ X X X X X

ZZZZ X X X X X X

WWZγ X X X X

WWγγ X X X X

ZZZγ X X X X X

ZZγγ X X X X X

Zγγγ X X X

γγγγ X X X

491

Table 1.2: List of vertices modified by a given aQGC operator492
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1.5 Overview of the experimental searches for vector boson scattering493

The following section represents a chronological overview of the most important results, obtained by the CMS and494

ATLAS collaborations, on the vector boson scattering in different channels and center-of-mass energies. This section495

will help the reader understand the progress in the field and will put in perspective the work presented in this thesis.496

For brevity sake, many details are omitted. An interested reader can find an in-depth discussion on the selection497

criteria, fiducial region definitions, signal extraction methods and other details in the corresponding papers.498

499

The first results on the scattering of two vector bosons in the VBS topology channels was reported by the500

CMS and ATLAS collaborations in 2014 at 8 TeV centre-of-mass energy.501

The CMS reported an observed (expected) significance of 2.0 (3.1) standard deviations for the same sign502

W boson production accompanied by the two hadronic jets with an integrated luminosity of 19.4 fb−1.503

In addition, the cross section in fiducial region for W±W± and WZ processes was also measured giv-504

ing σfid(W
±W±jj) = 4.0+2.4

−2.0(stat)+1.1
−1.0(syst) fb with an expectation of 5.8 ± 1.2 fb for the former, and505

σfid(WZjj) = 10.8 ± 4.0(stat) ± 1.3(syst) fb with an expectation of 14.4 ± 4.0 fb for the latter. Limits on aQGC506

operators S0, S1, M0, M1, M6, M7, T0, T1 and T2 were reported as well [16].507

The ATLAS collaboration reported the first evidence for theW±W±jj production and electroweak-onlyW±W±jj508

production with observed significance of 4.5 and 3.6 standard deviations respectively at an integrated luminosity509

of 20.3 fb−1. In addition, the cross section measurements in the two fiducial regions is reported as well: inclusive510

region and the VBS region. The former is defined by requiring plT > 25 GeV , |η| < 2.5 and ∆Rll > 0.3. In addition,511

two jets with pT > 30 GeV and ||η < 4.5, separated from leptons by ∆Rjl > 0.3 are also required. Jets are also512

required to have the invariant mass greater than 500 GeV . The VBS region is defined by requiring the two jets with513

the largest pT to be separated in rapidity by |∆yjj > 2.4|. The cross section of σfid = 2.1± 0.5(stat)± 0.3(syst) fb in514

the inclusive and σfid = 1.3± 0.4(stat)± 0.2(syst) fb in the VBS region is reported. The measured cross section in515

the VBS region was used to set limits on on aQGCs affecting vertices with four interacting W bosons [17].516

517

In 2016 the ATLAS collaboration published their measurement of W±Z production cross sections in pp518

collisions at
√
s = 8 TeV corresponding to the integrated luminosity of 20.3 fb−1. In the VBS phase-space, the519

cross section was reported to be σV BS(W±Zjj) = 0.29+14
−12(stat)+0.09

−0.1 (syst) fb, where the SM prediction gives520

0.13± 0.01 fb. In addition, limits on anomalous gauge boson self-couplings were reported as well [18].521

Another study was done by ATLAS in the same year aiming for the measurement of theW±W± production in events522

with two leptons (e or µ) with the same electric charge and at least two jets using the pp collision data at
√
s = 8 TeV523

and integrated luminosity of 20.3 fb−1. In addition, the goal was to put more stringent limits on the aQGCs. The524

measured fiducial cross-section of σincl.fid (W±W±jj) = 2.3± 0.6(stat)± 0.3(syst) fb−1 in the inclusive region was525

reported. The same was also measured in the VBS region giving σV BSfid (W±W±jj) = 1.5± 0.5(stat)± 0.2(syst) fb−1.526

The expected sensitivity to α4 and α5 was improved significantly, compared to the previous ATLAS result, by527

selecting a phase-space region that is more sensitive to anomalous contributions to the WWWW vertex. The paper528

reports the following expected (observed) limits: −0.06 < α4 < 0.07 (−0.14 < α4 < 0.15) and −0.10 < α5 < 0.11529

(−0.22 < α5 < 0.22). The result constitutes a 35 % improvement in the expected aQGC sensitivity with respect to the530

previous results [19].531

In the same year, the CMS collaboration reported a study on the electroweak-induced production of Wγ with two jets532

in pp collisions at
√
s = 8 TeV and integrated luminosity of 19.7 fb−1. The limits on the anomalous quartic gauge533

couplings were imposed as well. For the EW signal, the observed (expected) significance was found to be 2.7 (1.5)534

standard deviations, while for the EW+QCD signal significance of 7.7 (7.5) standard deviations was observed. The535

measured cross section in the fiducial region was found to be 10.8 ± 4.1(stat) ± 3.4(syst) ± 0.3(lumi) fb for the536
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EW-induced Wγ + 2jets production and 23.2± 4.3(stat)± 1.7(syst)± 0.6(lumi) fb for the total Wγ + 2jets production.537

Exclusion limits for aQGC parameters fM,0−7/Λ
4, fT,0−2/Λ

4 and fT,5−7/Λ
4 were set at 95 % confidence level. This538

study reported the first limits on the fM,4/Λ
4 and fT,5−7/Λ

4 parameters [20].539

540

In 2017 both the CMS and ATLAS collaborations reported the first measurements on the VBS in the Zγ541

channel at
√
s = 8 TeV with the data corresponding to roughly 20 fb−1.542

The CMS reported an evidence for EW Zγjj production with an observed (expected) significance of543

3.0 (2.1) standard deviations. The fiducial cross section for EW Zγjj production was measured to be544

σfid(Zγ) = 1.86+0.90
−0.75(stat)+0.34

−0.26(syst)± 0.05(lumi) fb−1. The fiducial cross section for combined EW and QCD Zγjj545

production of σfid(Zγ) = 5.94+1.53
−1.35(stat)+0.43

−0.37(syst) ± 0.13(lumi) fb−1 was reported as well. Both measurements546

are consistent with the theoretical predictions. In addition to previously imposed limits on the fM0,1,2,3 and547

fT0,1,2,9 parameters, the first observed (expected) limits on the neutral aQGC parameter fT8 were reported:548

−1.8 < fT8/Λ
4 < 1.8 (−2.7 < fT8/Λ

4 < 2.7). The limits on aQGC parameters are expressed in TeV −4 [21].549

The ATLAS collaboration reported 2.0σ (1.8σ) observed (expected) significance for the production of the EW Zγjj550

with the fiducial cross section of σfid(Zγ) = 1.1± 0.5(stat)± 0.4(syst) fb−1. The EWK+QCD cross section was also551

reported and quoted to be σfid(Zγ) = 3.4± 0.3(stat)± 0.4(syst) fb−1. Limits on the aQGCs are also discussed in552

the paper [22].553

The first measurement of the same-sign W production at
√
s = 13 TeV was made by the CMS collaboration in 2017554

using the data that corresponds to the integrated luminosity of 35.9 fb−1. The observed significance of 5.5 standard555

deviations was reported, where a significance of 5.7 standard deviations was expected based on the standard model556

predictions. The ratio of the measured event yields to that expected from the standard model at leading-order was557

measured to be 0.90± 0.22. In addition, bounds were given on the structure of quartic vector boson interactions in558

the framework of dimension-eight effective field theory operators and on the production of doubly charged Higgs559

bosons [23].560

In the same year the CMS collaboration did, for the first time, a search for the VBS in the fully leptonic ZZjj chanel561

at
√

13 TeV . The process is measured with an observed (expected) significance of 2.7 (1.6) standard deviations. A562

fiducial cross section for the EW production is measured to be σEW (ZZjj) = 0.40+0.21
−0.16(stat)+0.13

−0.09(syst) fb which is563

consistent with the SM prediction. Limits on the anomalous quartic gauge couplings were determined in terms of the564

EFT operators fT0,1,2,8,9. These are shown in Table 1.3. More details on this study can bi found in [24]565

Coupling Exp. lower Exp. upper Obs. lower Obs. upper Unitarity bound

fT0
/Λ4 -0.53 0.51 -0.46 0.44 2.9

fT1
/Λ4 -0.72 0.71 -0.61 0.61 2.7

fT2/Λ
4 -1.4 1.4 -1.2 1.2 2.8

fT8
/Λ4 -0.99 0.99 -0.84 0.84 1.8

fT9
/Λ4 -2.1 2.1 -1.8 1.8 1.8

566

Table 1.3: Expected and observed lower and upper 95% CL limits on the couplings of the quartic operators T0,
T1, and T2, as well as the neutral current operators T8 and T9. The unitarity bounds are also listed. All coupling
parameter limits are in TeV −4, while the unitarity bounds are in TeV . The table is taken from [24]567

In 2018 the ATLAS collaboration reported their efforts in measuring the EW WZ boson pair production in association568

with two jets in pp collisions at
√
s = 13 TeV , corresponding to an integrated luminosity of 36.1fb−1. The observed (ex-569

pected) significance of 5.3 (3.2) standard deviations was reported. The measured fiducial cross section for EW produc-570
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tion, including interference effects, was measured to be σfid(W±Z) = 0.57+0.14
−0.13(stat)+0.05

−0.04(syst)+0.01
−0.01(lumi) fb [25].571

572

In the following year the CMS collaboration published their results on the measurement of the EW WZ boson573

production and search for new physics inWZ+ 2jet events in pp collisions at
√
s = 13 TeV . The measured (expected)574

significance of 2.2 (2.5) standard deviations was reported. The best-fit value for the WZjj signal strength was used to575

obtain a cross section in the tight fiducial region and was measured to be σtightfid (WZjj) = 3.18+0.57
−0.52(stat)+0.43

−0.36(syst) fb.576

This is compatible with the SM prediction of σpred = 3.27+0.39
−0.32(scale)± 0.15(PDF ) fb. In addition, results were also577

obtained in a looser fiducial region to simplify comparisons with theoretical calculations. The resulting WZjj loose578

fiducial cross section was measured to be σloosefid (WZjj) = 4.39+0.78
−0.72(stat)+0.60

−0.50(syst) fb. This can be compared579

to the predicted value of σpred = 4.51+0.78
−0.72(scale) ± 0.18(PDF ) fb. Finally, constraints on charged Higgs boson580

production and on aQGCs in terms of dimension-eight EFT operators were presented as well [26].581

The first measurement of the same-sign W boson pair production at
√
s = 13 TeV by ATLAS collaboration was582

published in the same year. The background-only hypothesis was rejected with the significance of 6.5σ. The mea-583

surement of the fiducial cross section was reported as well giving σfid(W±W±) = 2.89+0.51
−0.48(stat)+29

−28(syst) fb [27].584

Another important paper in 2019 was published by the CMS collaboration where a report on a search for anomalous585

EW production of WW , WZ, and ZZ boson pairs in association with two jets in proton-proton collisions at586

√
s = 13 TeV was presented. No excess of events, with respect to the SM background predictions, was observed.587

The events in the signal region were used to constrain aQGCs in the EFT framework. The study reported new588

constraints on operators TS0,1, TM0,1,6,7 and TT0,1,2. This study was the first one to search for anomalous EW589

production of WW , WZ, and ZZ boson pairs in WV and ZV semi-leptonic channels at 13 TeV and it improved the590

sensitivity of the previous CMS results at 13 TeV in fully leptonic decay channel by factors of up to seven, depending591

on the operator [28].592

593

While the analysis presented in chapter 4 was being prepared for publishing, the ATLAS collaboration also594

published their results on VBS scattering in the channel with two leptonically decaying Z bosons accompanied by595

the two hadronic jets using the full Run 2 data at
√
s = 13 TeV corresponding to the integrated luminosity of 137 fb−1.596

The background-only hypothesis was rejected with observed (expected) significance of 5.5σ (4.3σ). The fiducial cross597

section was reported to be σfid(ZZjj) = 1.27± 0.14 fb where 1.14± 0.04(stat)± 0.20(syst) was expected [29].598

Another important study in 2020 was the first measurements of the polarized same-sign W boson pairs in599

association with two jets in pp collisions at
√
s = 13 TeV presented by the CMS collaboration. The signal was600

measured with an observed (expected) significance of 2.3 (3.1) standard deviations. An observed 95% confidence601

level upper limit on the production cross section for longitudinally polarized same-sign W boson production was602

reported to be 0.32+0.42
−40 fb in the W±W± center-of-mass frame and 0.24+0.40

−0.37 fb in the parton-parton center-of-mass603

frame. Both measurements agree with theoretical predictions [30].604

605

Finally, in 2021 the CMS collaboration measured the EW production of Zγ associated with two jets at606

√
s = 13 TeV with both expected and observed signal significance greater than five standard deviations. The607

fiducial cross section was reported to be σfid(EWZγ) = 5.21± 0.52(stat)± 0.56(syst) fb. Exclusion limits on the608

dimension-eight operatorsM0−7 and T0−2,5−9 in the EFT framework at 95% confidence level was reported as well [31].609

610

The work presented in this thesis work shows the first measurement, in the CMS collaboration, of the EW611

production of two leptonically decaying Z bosons accompanied with two jets. In addition, it shows the first prospective612

studies for the scattering of the longitudinal Z bosons at 14 as well as 27 TeV conditions expected in future LHC613

runs.614
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Chapter 2615

The large Hadron Collider and the CMS616

experiment617

2.1 Preface to the chapter618

In the first section of this chapter I will make a historic overview of events that led to construction of the World-largest619

particle detector in history; the Large Hadron Collider (LHC) at CERN. Next, I will briefly introduce the LHC machine620

and the largest experiments designed to collect and analyse the data produced in the proton-proton collisions at the621

LHC.622

The analysis presented in this thesis uses data collected by the Compact Muon Solenoid (CMS) detector described623

in section 2.3. I will first describe the coordinate system that will be used throughout of this document. Next, I will624

briefly describe each of the subdetectors. I will finish the section with discussion of the trigger system used at CMS.625

In section 2.4 I will describe how muons and jets are reconstructed at CMS. This is done for electrons, in much more626

detail, in the next chapter. Finally, in section 2.5, I will introduce a reader with future plans for the LHC and the CMS627

detector. This section is a basis for following analysis discussed in Chapter 5.628

2.2 The Large Hadron Collider (LHC)629

2.2.1 A brief history History of LHC630

By the 1970s, electron-positron colliders were very common in the high-energy physics community. However, hadron631

accelerators have been working in fixed-target mode. The exception for this was CERN’s Intersecting Storage Rings632

(ISR), colliding protons with beam energies of up to 31.4 GeV [32].633

In 1970 S. Glashow, J. Iliopoulos and L. Maiani postulated the existence of a fourth quark, the charm quark, which634

will only be discovered through the measurement of J/Ψ mesons in 1974 by electron-positron and fixed-target635

experiments.636

A significant breakthrough in the QCD sector came in 1973 by D. Gross, D. Politzer and F. Wilczek who introduced a637

concept of asymptotic freedom, one of the emergent phenomena of the QCD responsible for the confinement of the638

quarks and gluons in the hadron. The third charged lepton, the τ , was discovered in 1975 by SPEAR collaboration639

and two years later, evidence for the beauty quark was obtained at Fermilab.640

641

It was clear that there was a long way before the SM would be fully established and a new collider was642

31
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needed in order to investigate the origin of mass and to search for new physics beyond SM. The main agenda of643

the new machine would include the search for the Higgs boson, understanding the EWSB mechanism, the search644

for supersymmetry, the investigation of the phenomenology of the bottom and top quarks as well as the possible645

investigation of the quark-gluon plasma.646

The option of a hadron collider in the tunnel of the Large Electron-Positron Collider (LEP) was first proposed by Sir647

John Adams in 1977. The former CERN director general suggested that the LEP tunnel be made wide enough648

to accommodate a superconducting proton collider of above 3 TeV beam energy. A serious discussion of a large649

proton-proton collider started with the first internal notes in 1983 and the CERN-ECFA workshop in March 1984.650

Already in May 1984, CERN director general Herwig Schopper presented plans at the meeting of the American651

Association for the Advancement of Science (AAAS) to build a superconducting proton-proton collider with the 5 TeV652

beam energy inside the existing LEP tunnel.653

At the time, AAAS was discussing the possibility of building the Super-conducting Supercollider (SSC), so it was only654

natural for some rivalry between the two ideas to arise. On one hand, the cost of building the hadron collider at the655

CERN site was much lower than that needed for building the SSC. On the other hand, SSC supporters claimed that656

the SSC would have greater centre-of-mass energy, and thus is a better option physics-wise. While this was true,657

CERN argued that even with lower centre-of-mass energy, the collider at CERN would benefit from much higher658

beam luminosity. In the end, a new collider had to provide beam energy of at least 1 TeV.659

In 1985, a Long-Range Planning Committee (LRPC) was established at CERN with Carlo Rubbia as chairman. Then,660

in January 1987, USA president Ronald Reagan approved the SSC which almost resulted in the CERN project being661

cancelled. In the same year, a second general workshop on the Physics at Future Accelerators was held at which the662

LRPC supported the project of building the LHC at CERN. The supposed LHC was planned to have luminosities663

between 1033 and 1034 cm−2s−1 and maximum beam energy of 8 TeV. This plan was put to CERN Council in 1987664

together with a plan to build 10 T dipole magnets. In a 1990 workshop Carlo Rubia, a CERN director general at665

the time, suggested beam energy of 7.7 TeV with a maximum luminosity of up to 5 · 1034cm−2s−1 and the start of666

operation as early as 1998.667

Three years later, CERN started the approval procedure for the LHC and in December it was presented in detail to668

CERN Council for the first time. In October 1993, the SSC was cancelled which put the LHC project in a doubt; a669

statement than can be best supported by quoting Chris Llewellyn-Smith, CERN director general at the time, who670

wrote: "I do not think that the LHC would have been approved if the SSC had not been cancelled. . . ".671

In June 1994, approval was requested from the CERN Council for a machine of 14 TeV centre-of-mass energy with672

luminosity up to 1034 cm−2s−1. Six months later, in December 1994, CERN Council approved a two-stage procedure673

for the LHC construction. A machine with a third of the magnets left out was to be constructed for commissioning in674

2002 and operations at 9-10 TeV centre-of-mass energy were planned for 2004, with an upgrade to 14 TeV foreseen675

in 2008.676

Within the next two years, several non-member states became interested in the project. In December 1997, the USA677

was ready to sign the agreement on contribution to the LHC. It seemed that even a single-stage machine was now678

possible. However, Germany unexpectedly decided to reduce its contribution to CERN by 9 % with the UK following679

its steps. In the end, a precedent amongst scientific projects happened; CERN was allowed to take out loans. This680

enabled the CERN Council to approve LHC construction in a single stage in December 1997. Finally, LHC was681

commissioned in 2008, with the first beams making a full circle around the ring on September the 10th.682
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2.2.2 The LHC machine and physics experiments683

Only a brief overview of the LHC operation procedure is discussed here. Much more detailed description of the LHC684

can be found elsewhere [33].685

A full LHC accelerator complex is illustrated on Fig 2.1.686

Figure 2.1: The LHC accelerator complex. Protons are first accelerated through the linear accelerator LINAC2.
Before entering the largest ring, LHC, protons go through Proton Synchrotron Booster (PSB), the Proton Synchrotron
(PS), and the Super Proton Synchrotron (SPS). The illustration is taken from [34]

The process of particle acceleration starts by stripping electrons from the compressed hydrogen. This leaves only687

protons which are accelerated in the electric field. A DC voltage cannot be used as particles would be accelerated688

through the gap, but decelerated elsewhere. Thus, oscillating voltage is needed so that particles see accelerating689

voltage across the gap and, in the same time, the voltage has to cancel out as the particle goes around the rest of690

the accelerator. For this the radio frequency (RF) systems are used [35]. Initially, the protons are accelerated in the691

linear accelerator. In the following phase, protons enter Proton Synchrotron Booster where they are accelerated to692

the speed of 91.6 % of the speed of light. The next phase of acceleration is taking place in Proton Synchrotron (PS)693

where protons gain the speed of 99.9 % of the speed of light. Final phase of acceleration before the LHC is Super694
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Proton Synchrotron (SPS) which increases the energy of protons to 450 GeV.695

Finally, protons are injected into the LHC which is placed roughly 170 m below the surface and has the circumference696

of 27 km. The LHC machine consists of two tubes in which protons circulate in opposite directions. In four locations697

the tubes cross and protons are collided.698

To fill the LHC with protons, 12 cycles of SPS are needed. Each cycle of SPS required 3 to 4 cycles of PS. Since699

SPS and PS cycle times are 21.6 and 3.6 seconds respectively, LHC filling time is then around 4 minutes per beam.700

Since LHC requires additional 4 SPS cycles for the injection setup, and LHC operators need at least 2 minutes to701

adjust the machine settings, the injection time per beam for LHC then becomes approximately 16 minutes [36].702

703

Protons are not spread uniformly along the beam, but are, instead, grouped together in, so called, bunches. Each704

bunch contains around 1.15 · 1011 protons and is roughly 7.5 cm long and focused using quadrupole magnets into705

area of 16× 16 µm2. At any given time, there are approximately 2000 proton bunches in a single beam.706

Because of the small cross section of processes studied at the LHC, one would like to maximize the rate of events707

which depends on the cross section and the instantaneous luminosity, L:708

L = γ
fnbN

2

4πεnβ∗
R,

where γ = E
m is the relativistic factor for protons, f is the revolution frequency, nb is the number of bunches, N is the709

number of protons per bunch, εn is the normalized transverse beam emittance [37], β∗ is the beam beta function at710

the collision point and R is a reduction factor due to the beam crossing angle at the interaction point [38]. Assuming711

nominal beam parameters, this yields instantaneous luminosity of order 1034 cm2s−1, two orders of magnitude larger712

than that of the Tevatron collider. The spacing between the two bunch crossings at the LHC is around 25 ns, which713

corresponds to the bunch crossing rate of 40 MHz.714

715

Physics experiments at the LHC716

717

One of the first meetings dedicated to physics experiments at the LHC was held in Barcelona in 1989718

where the first predecessor of the Experiment for Accurate Gamma, Lepton and Energy measurements (EAGLE)719

experiment started forming. The next important workshop, Towards the LHC Experimental Programme, was held in720

Evian in 1992 where proto-collaborations described respective detector plans. In total, 12 proposals were made.721

Four of proposals were made for general-purpose experiments: EAGLE, Apparatus with Superconducting Toroids722

(ASCOT), L3+1 and Compact Muon Solenoid (CMS). Next, three b-physics experiments were competing for approval:723

a Collider Beauty Experiment (COBEX), the LHB collaboration envisaged as a fixed-target experiment dedicated to724

the study of beauty hadrons and a CP-violation gas jet experiment (GAJET).725

Three experiments were proposed for heavy-ion experiments: the one that will later be known as A Large Ion Collider726

(ALICE), the one that wanted to use the DELPHI detector from LEP, and the one that suggested a heavy-ion program727

for the CMS detector.728

Amongst four multi-purpose detectors, only two would be accepted at the LHC. One of them was CMS. The other729

formed by merging ASCOT and EAGLE into A Toroidal LHC Apparatus (ATLAS) experiment. In January 1996, CMS730

and ATLAS were approved and the approval for construction was given on January 31st 1997. Last large pieces of731

CMS and ATLAS were lowered into the experimental caverns on July 23rd and February 29th 2008, respectively.732

In January 1994, the CERN LHC Experiments Committee (LHCC) recommended that COBEX, GAJET and LHB733

form a single collaboration. In September 1998, a technical proposal for the newly formed collaboration, LHCb, was734

accepted. Finally, ALICE was approved in February 1997.735

After the four big experiments, CMS, ATLAS, LHCb and ALICE, were approved, three smaller experiments submitted736
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a Letter of Intent: the Total Cross Section, Elastic Scattering and Diffraction Dissociation Measurement at the LHC737

(TOTEM) experiment in 1997, Monopole and Exotics Detector at the LHC (MoEDAL) in 1998 and LHCf in 2003.738

In the following sections, design of the CMS detector is discussed.739

2.3 The CMS experiment740

The CMS detector is one of the two largest and general-purpose detectors at the CERN LHC. It is located roughly741

100 meters bellow the surface near the French village of Cessy, between Lake Geneva and the Jura mountains.742

Many goals of the LHC include understanding the mechanism of EWSB and the Higgs mechanism as well as the743

search for a new physics that could manifest itself in terms of extra dimensions, forces, and symmetries. These, and744

many other phenomena, present strong arguments to investigate a TeV energy scale at the LHC.745

Apart from the high energy conditions, a very high luminosity is expected at the LHC as well, with estimated 109
746

proton-proton collisions every second. This will result in around 1000 charged particles emerging from the interaction747

point every 25 ns. This results in very high levels of radiation requiring radiation-hard detectors and front-end748

electronics. Finally, the greatest challenge for the LHC now and in the future is the pileup, i.e. the average number of749

events per bunch crossing.750

751

2.3.1 The Silicon Tracker system752

2.3.2 The Electromagnetic Calorimeter753
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Chapter 3763

Electron reconstruction and identification764

3.1 Preface to the chapter765

After discussing muons and jets at the end of the previous chapter, in this chapter, I will discuss electron reconstruction766

and selection. The focal point of this chapter is my work on electron efficiency measurements and derivation of767

electron scale factors for the full Run 2 period. These results, presented in section 3.4, are an important contribution768

to the HZZ working group and were used in the H → ZZ → 4l analysis. The results presented here are also used in769

the VBS ZZ → 4l2j analysis presented in chapter 4 since the electron selection in the two analyses is identical.770

In section 3.2.1 I will describe the formation of ECAL clusters and the importance of superclustering algorithm. In771

sections 3.2.2 through 3.2.7 I present an overview of the algorithms used to reconstruct electron trajectories, measure772

electron charge, momentum and energy. Finally, I describe energy corrections, combining momentum and energy773

measurements as well as the incorporation of discussed algorithms into the particle flow framework.774

In section 3.3 I will describe vertex and impact parameter requirements on electrons as well as the identification and775

isolation algorithms. These are all used to define the electron selection criteria. Finally, in section 3.5 I will summarize776

the results of the electron efficiency measurements and scale factors.777

3.2 Electron reconstruction778

Data obtained using a 120 GeV electron test beam showed that electron impinging directly on the center of the ECAL779

crystal will leave 97% of its energy in a 5x5 crystal array centered around the hit crystal [39]. However, due to a large780

material budget in front of the ECAL, a single electron will often produce a shower of particles through bremsstrahlung781

and photon conversions before reaching it. Energy loss due to bremsstrahlung is directly dependent on the thickness782

of the material electron traverses. An electron will lose, on average, 33% of its energy before reaching ECAL if it783

propagates through the region with the least material budget that corresponds to η ≈ 0. On the other hand, this goes784

up to 86%, on average, for electrons traversing through the region with the highest material budget, around |η| ≈ 1.4.785

The first effect of bremsstrahlung is the spread of electron energy depositions in ECAL along the φ direction. In786

order to cope with this, several algorithms were studied in CMS. Additionally, radiation results in a sizable change of787

curvature of the electron trajectory along the preshower and tracker detectors. All this makes an energy measurement788

associated with the original electron a challenging task.789

37
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3.2.1 Clustering790

In order to measure the energy of the primary electron, it is imperative to collect the energy of all particles from the791

shower produced by it’s interaction with detector material. Due to the solenoidal magnetic field, the energy reaching792

ECAL will be spread along the φ direction. The spread in η will usually be negligible except for very low-pT electrons793

(pT < 3 GeV ). Two algorithms have been developed to recover the energy spread in φ: the "hybrid" algorithm for the794

ECAL barrel and the "multi-5x5" algorithm for the ECAL endcaps.795

The hybrid algorithm exploits the geometry of the ECAL barrel and the shape of the shower to collect the energy796

deposits in a small window in η and extended window in φ [40]. The algorithm starts from the most energetic crystal797

in a region that has a transverse energy deposit larger than a predefined threshold (EseedT > EseedT, min). The crystal798

is referred to as the seed crystal. From here, 5x1 crystal "dominos" are added around the seed crystal in φ > 0799

and φ < 0 direction as long as the transverse energy contained in the domino is larger than another threshold800

(E5x1 domino
T > E5x1 domino

T, min ). Contiguous dominos around the seed crystal that contain an energy greater than a801

threshold Edomino−arraymin are grouped within, so called, clusters.802

The multi-5x5 algorithm starts by finding crystal seeds defined as the ones having the highest energy amongst the803

four direct neighbours. Around each seed, starting with the one containing the highest energy, the energy is collected804

in clusters of 5x5 crystals. Since crystals in different clusters can overlap, a Gaussian shower profile is used to805

determine the fraction of the energy deposit to be assigned to each of the clusters [41].806

807

In order to collect all the energy contained in the shower, corresponding to the energy of original electron808

and spread in φ direction, one final step must be done. In this step, clusters spread in φ are joined into superclusters809

(SCs). Two algorithms are combined in CMS for this task.810

The first of the two, the "mustache" algorithm, especially useful for measuring very low energy deposits, relies solely811

on the information from the ECAL and the preshower detector. The algorithm starts by identifying the seed cluster812

around which other clusters are added if they fall in certain ∆η - ∆φ window. Because of the solenoid magnet, the813

∆η - ∆φ region has a slight bend since the energy spread is more pronounced along φ than η, hence the algorithm814

name. The region defined by the mustache SC is optimized to contain 98% of the shower energy in several bins of815

cluster seed energy and position along the detector [42].816

The second superclustering algorithm, the "refined" algorithm, exploits the tracker information to extrapolate the817

trajectories of bremsstrahlung photons and the tracks of converted electron pairs in order to decide whether a given818

cluster should belong to the SC. Although it uses a mustache algorithm as a starting point, it is capable of increasing819

or decreasing the number of cluster in the SC. The refined algorithm ultimately determines all ECAL-based quantities820

of electron and photon objects. An illustration of superclustering algorithm is shown in the top row of Fig. 3.1. The821

bottom row shows the reconstructed to generated energy ratio with and without the superclustering algorithm in the822

barrel and endcap regions.823

3.2.2 Track reconstruction824

When the energy loss due to bremsstrahlung radiation is significant, a classic KF approach [I will discuss Kalman825

filter in the global track reconstruction approach at the end of the 2nd chapter] will not be able to follow the changes826

in the curvature of the track and, thus, the tracks reconstruction efficiency will suffer. In order to better cope with827

non-Gaussian bremsstrahlung radiation losses, a dedicated algorithm, based on the Gaussian Sum Filtering (GSF),828

has been developed [44]. In essence, unlike KF which uses a single Gaussian to model the radiation loss, the829

GSF approach relies on mixing multiple Gaussians which provide to approximate the energy loss distribution. In830

essence, the electron trajectory is reconstructed by collecting the hits that belong to a track and fitting the track pa-831

rameters using the GSF algorithm. In the end, the backward fit is applied in order to optimize the trajectory parameters.832



3.2. ELECTRON RECONSTRUCTION 39

Figure 3.1: The top row shows an illustration of the superclustering algorithm. The bottom shows the comparison of
the distributions of the ratio of reconstructed over generated energy for simulated electrons from the Z boson decays
in the barrel (left), and the endcaps (right), for energies reconstructed using superclustering (solid histogram) and a
matrix of 5x5 crystals (dashed histogram). No energy correction is applied to any of the distributions. The bottom plot
is taken from Ref. [43]

833

Seeding834

835

Due to more complex and, thus, CPU-intensive nature of the GSF algorithm, the track parameter estima-836

tion cannot be performed on all tracks reconstructed in the tracker. The first step in the track reconstruction is finding837

two or three hits in the tracker from which the track can be initiated. This is referred to as the track seeding and is of838

high importance since it can affect the reconstruction efficiency. The trajectory seeding can be either "ECAL-driven"839

or "tracker-driven".840

841
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The ECAL-driven approach first selects mustache SCs with transverse energy ESC, T > 4 GeV and with842

H/ESC < 0.15 where the ESC is the SC energy and H is the sum of the HCAL tower energies within a cone843

of ∆R =
√

(∆η)2 + (∆φ)2 = 0.15 centered at the SC position. Hits in the pixel layers are predicted using the844

energy-weighted position of SCs, assuming the helical trajectory of electrons in the magnetic field (and therefore no845

radiation losses) [43]. Here, both positive and negative charge hypothesis is tested. The first hit is searched for846

starting from the innermost pixel layer outward until it is found. When two hits of a tracker seed are matched within a847

certain ∆z ×∆φ (∆r ×∆φ) window for the barrel pixel detectors (forward pixel disks and endcap tracker) to the848

SC-predicted trajectory, they are selected for seeding a GSF track. The ∆z ×∆φ (∆r ×∆φ) windows are defined to849

take into account the fact that the trajectories of electrons deviate from perfect helices due to radiation losses.850

851

The tracker-driven trajectory seeding starts by going through all generic tracks (not limited to electrons)852

with pT > 2 GeV obtained using the KF approach. A multivariate algorithm is then used to check whether any of853

these tracks are compatible with either SC position. If so, their seeds are used to initiate a GSF track.854

855

The ECAL-driven approach is more suited for the high-pT isolated electrons while the tracker-driven ap-856

proach is designed to recover efficiency for low-pT or nonisolated electrons. In the end, the two approaches are857

combined to give an overall > 95% seeding efficiency for simulated electrons originating from the Z boson decay. The858

performance of the seeding algorithms is checked with the data showing a good agreement [43].859

860

Trajectory building861

862

The collection of trajectory seeds obtained by combining the ECAL-driven and tracker-driven approach is863

used to initiate the reconstruction of electron tracks. Starting from each track seed, compatible hits in the next layers864

are searched for using the KF algorithm to iteratively build the electron trajectory, with the electron energy loss865

modeled using a Bethe-Heitler distribution [45]. This is done until the last tracker layer, unless no hit is found in866

the two consecutive layers. A minimum of five hits is required to create a track. For each layer, the compatibility867

between the predicted and measured hit is calculated using the χ2 test. No cut on the χ2 is imposed for electrons.868

Instead, many trajectories are grown in parallel and only the two best candidates, with the smallest values of χ2, are869

kept in the end. It can happen that a tracker hit is assigned to multiple electron trajectories. In this case, the tra-870

jectory with less hits is dropped. Alternatively, if the number of the hits is the same, the track with higher χ2 is dropped.871

872

Track parameter estimation873

874

When all the hits are collected, the GSF fit is performed to estimate the track parameters. For each hit,875

the GSF algorithm uses the parameters of all gaussians that enter the mixture to model the energy loss in that layer.876

One possible approach for the electron momentum estimate is to take the weighted mean of all the components. An877

alternative is to take only the most probable value (i.e. the mode) of the probability density function. The "weighted878

mean" approach provides the best sensitivity to the momentum change along the track due to radiation emission,879

while the "mode" approach is better suited for obtaining an estimation, least affected by bremsstrahlung emission, of880

the most probable track parameters [46]. The two approaches are compared in Figure 3.2 using the pT /p
gen
T ratio881

for simulated electrons from the Z boson decay [41]. As can be seen from the figure, the peak of the GSF mean882

distribution is slightly biased towards the higher values of the pT /p
gen
T spectrum. This shows that the bulk of the883

non-radiating electrons will have the wrongly assigned value of the transverse momentum in this approach. On884

the other hand, the GSF mode approach gives a better resolution around the peak. In addition, even though the885

pT /p
gen
T distribution shows a pronounced tail towards the lower values of the spectrum, which is expected since886
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photon emission results in a more curved track than predicted from the most probable value, it is peaking exactly at887

unity meaning that, for electrons that don’t radiate a lot, it assigns the correct value of the transverse momentum. For888

these reasons, the mode approach is used to characterize all the parameters of electron tracks.889

Figure 3.2: Distribution of the ratio of reconstructed over generated electron pT in simulated Z → e+e− events,
reconstructed through the most probable value of the GSF track components (solid histogram) and its weighted mean
(dashed histogram). The figure is taken from Ref. [43].

Since the described trajectory building approach enables to collect hits up to the outermost layers of the tracker,890

it is possible to extract track parameters close to the surface of the ECAL. This is used to assess the fraction of891

the energy lost due to bremsstrahlung radiation using the momentum at the innermost layer position (pin) and the892

momentum at the outermost layer position (pout). This variable, defined as fbrem = 1− pout
pin

, is used to define electron893

classes (see section 3.2.4) and, also, in the MVA-based electron identification (see section 3.3.2). Finally, it is used894

to assess whether the material budget is simulated properly as a function of η (since it measures the amount of895

bremsstrahlung).896

3.2.3 Charge estimation897

The electron charge measurement can become more complex in case of early bremsstrahlung followed by photon898

conversion. The resulting electromagnetic showers can lead to very complex hit patterns, and the contributions from899

conversions legs can be wrongly included in the fitting of the electron track. Thus, three methods are combined in900

CMS to minimize probability of mismeasuring electron charge:901

1. sign of the GSF track curvature902

2. curvature of the associated KF track matched to a GSF track when at least one hit is shared in the innermost903

region904
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3. sign of the difference in φ between vector joining the beam spot to the SC position and the vector joining the905

beam spot and the first hit of the electron GSF track906

The electron charge is the majority vote of the three charge measurements. The misidentification probability is907

predicted by the simulation to be 1.5% for reconstructed electrons from Z boson decays and is an improvement908

by a factor two with respect to GSF track curvature measurement only. In addition, misidentification probability at909

very large values of |η| are predicted to be below 7%. Even higher purity can be achieved, at the price of a pT - and910

η-dependent efficiency loss, by requiring all three charge measurements to agree. In that case, a misidentification911

probability of less than 0.2% in the central part of the barrel, less than 0.5% in the outer part of the barrel, and less912

than 1% in the endcaps are achieved. This comes at the price of ≈ 7% efficiency loss for electrons coming from Z913

boson decays. All predictions discussed above closely match the observations in data [43].914

3.2.4 Classification915

The previously defined variable, fbrem, together with a bremsstrahlung fraction in the ECAL defined as fECALbrem =916

1− EPFele
EPFSC

are used to define five classes of electrons. Here, EPFele and EPFSC are the electron-cluster energy and SC917

energy measured with PF algorithm respectively. [PF algo will be discussed in ch. 2]918

1. The "golden" electrons are those with little bremsstrahlung and thus will provide the most accurate estimation919

of momentum. They are defined by a SC built from a single ECAL cluster and fbrem < 0.5.920

2. "Big-brem" electrons have a large amount of bremsstrahlung radiated in a single step, either very early or very921

late along the electron trajectory. They are defined by a SC built from a single ECAL cluster and fbrem > 0.5.922

3. "Showering" electrons have a large amount of bremsstrahlung radiated all along their trajectory. They are923

defined by a SC built from several ECAL clusters.924

4. "Crack" electrons are defined by a SC seed crystal adjacent to an η boundary between the modules of the925

ECAL barrel, between the ECAL barrel and endcaps, or at the high |η| edge of the endcaps.926

5. "Bad track" electrons are defined by a significantly larger calorimetric bremsstrahlung fraction compared to927

the track bremsstrahlung fraction (fECALbrem − fbrem > 0.15). These are electrons with a poorly fitted track in the928

innermost part of the trajectory.929

3.2.5 Energy corrections930

The idea behind clustering energy deposits in SCs is to reduce energy losses due to bremsstrahlung and photon931

conversions and thus improve upon the energy estimation of the primary electron. However, several effects can932

impact the estimation of SC energy. These are the energy leakage in φ or η outside SC, the energy leakage933

into the gaps between the crystals, modules, supermodules, as well as the transition region between the barrel934

and the endcaps, the energy leakage into the HCAL, the energy loss due to interactions in the material before935

the ECAL and the additional energy coming from pileup interactions. All these effects result in systematic936

variations of the energy measured in the ECAL and degrade the electron energy measurement. In order to937

improve the resolution, different multivariate techniques have been developed in CMS. The regression technique938

uses simulated events only, while the energy scale and resolution corrections are based on the comparison939

between data and simulation. Since the details of this procedure are not essential for understanding the work pre-940

sented in this thesis, only the key elements are discussed here. An interested reader can find more details in Ref. [41].941

942

Energy corrections with multivariate regressions943
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944

The multivariate regression for the SC energy correction defines a target as the ratio between the true en-945

ergy of an electron and its reconstructed energy. Therefore, the regression prediction is used as the correction factor946

applied to the measured energy to obtain the best estimate of the true energy. The regression is implemented via a947

gradient-boosted decision tree (BDTG) (for details on BDTG see section 4.6.2) with a double-sided Crystal ball948

(DSCB) function [47] used in the regression algorithm. Through the training phase, the regression algorithm performs949

an estimate of the parameters of the DCB probability density as a function of the input vector of the object and event950

characteristics. The electron energy correction is obtained by applying the regression algorithm in three steps. A first951

regression gives the correction of the SC energy, a second regression gives an estimate of the SC energy resolution952

and the last regression yields the final energy value correcting the combined energy estimate from the SC and the953

electron track information.954

955

Energy scale and smearing corrections956

957

Even after introducing energy corrections with the multivariate approach discussed above, small differences remain958

between the data and the simulation an example being a resolution which is better in the simulation than in the data.959

Hence, an additional smearing has to be applied to the electron energy in simulations so that the peak position of the960

Z boson mass in the simulation matches that in the data. The electron energy scale is corrected by varying the scale961

in the data to match that observed in simulated events. The magnitude of the final correction is below 1.5% with an962

uncertainty as small as 0.1% for the barrel and 0.3% for the endcap.963

These corrections are obtained using the "fit method" and the "smearing method", both developed in Run 1. In the964

former, an analytic fit is performed to the invariant mass distribution of the Z boson by convoluting the Breit-Wigner965

(BW) and the one-sided Crystal ball (OSCB) function. The latter utilizes the simulated Z boson invariant mass966

distribution as a PDF in a maximum likelihood fit to the data. The difference in width between the data and simulation967

is described by an energy smearing function applied to the simulation.968

969

The final electron energy resolution, after all corrections are applied, ranges from 2 - 5% depending on970

the electron η and the amount of energy lost due to the bremsstrahlung. The performance of energy corrections in971

data is shown in Figure 3.3 with the Z → ee mass distribution before and after corrections. The result is a peak972

in data that is better matched to the one in the simulation. The improvement is more pronounced in the endcap973

region. Additionally, one can see on the same figure an improvement in the energy resolution after applying energy974

corrections.975

3.2.6 Combining energy and momentum measurements976

The electron momentum estimate can be improved by combining the corrected energy measurements with the track977

momentum measurement. At low electron energies (. 15 GeV ), and for electrons near gaps in detectors, the track978

momentum is, in general, more precisely measured than the ECAL SC energy. The two approaches are combined979

using a regression technique that defines a weight w that multiplies the track momentum in a linear combination with980

the estimated SC energy as p = wp+ESC · (1−w). The variables used to train the regression BDT are the corrected981

ECAL energy, the track momentum estimate, the uncertainties of the two, the ratio of the corrected ECAL energy982

over the track momentum as obtained from the track fit, the uncertainty in this ratio, and the electron category, based983

on the amount of bremsstrahlung [48].984

After combining the two estimates, the bias in the electron momentum is reduced in all regions and all electron classes.985

An exception are the showering electrons in the endcaps, where the bias becomes slightly worse. The effective986
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Figure 3.3: Dielectron invariant mass distribution in data before and after energy corrections (regression and scale
corrections) for barrel (left) and endcap (right) regions for Z → ee events. The figure is taken from Ref. [41]

resolution, defined as the smallest interval around the peak position containing ≈ 68% of the distribution, in the987

combined electron momentum can be seen in Figure 3.4 as a function of its pT compared to the effective resolution988

of the corrected SC energy for golden electrons in the barrel and for showering electrons in the endcaps. The989

improvement is around 25% for electrons with pT ≈ 15 GeV in the barrel. For the golden electrons with pT < 10 GeV ,990

this can reach 50%. More details on this topic can be found in Ref. [43].991

3.2.7 Integration with particle-flow framework992

Contrary to the Run 1, where different reconstruction algorithms were used for electrons, electron reconstruction in993

CMS is now fully integrated into the PF framework. ECAL clusters, SCs, GSF tracks and generic tracks associated994

with electrons, as well as the conversion tracks and associated clusters, are all imported into the PF algorithm that995

links the elements together into blocks of particles. These blocks are resolved into electron and photon objects,996

starting from either a GSF track or a SC, respectively. No difference between electrons and photons exist at this997

stage. Electron and photon objects are built from the refined SCs based on loose selection criteria (for clarification on998

selection criteria see section 3.3). All objects that pass the selection criteria, and have an associated GSF track, are999

labeled as electrons. Objects that pass the selection criteria but don’t have a GSF track associated with them are1000

identified as photons. This collection is referred to as the e/γ collection.1001

To separate electrons and photons from hadrons in the PF framework, a tighter selection is applied to decide if they1002

are accepted as an electron or an isolated photon. If the object passes both the electron and the photon selection1003

criteria, its object type is determined by whether it has a GSF track with a hit in the first layer of the pixel detector. If it1004

fails the electron and photon selection criteria, its ECAL clusters and generic tracks are considered to form neutral1005

hadrons, charged hadrons or nonisolated photons in the PF framework.1006
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Figure 3.4: Effective resolution, as a function of the generated electron pT , in electron momentum after combining
the corrected SC energy and momentum estimates (solid symbols) compared to that of the corrected SC energy
(open symbols). Golden electrons in the barrel (circles) and showering electrons in the endcaps (squares) are shown
as examples. Electrons are generated with uniform distributions in η and φ and the resolution is shown after applying
the spreading corrections. The figure is taken from Ref. [43]
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3.3 Electron selection1007

The main goal of the electron selection is to reduce the rate of fake electrons coming from various sources and thus1008

contaminating the analysis. The selection criteria described in this section is used for the H → ZZ∗ → 4l analysis,1009

where the lepton efficiency enters the selection with the power of four. Full details on selection criteria can be found1010

on [49,50]. Only the main points needed to understand the electron efficiency measurements discussed in section1011

3.4 are outlined here. In general, electron selection can be split into three blocks: kinematic and impact parameter1012

selection, electron identification and electron isolation.1013

3.3.1 Kinematic and impact parameter selection1014

Because of the tracker acceptance, only electrons with |η| < 2.5 are considered in the analysis. Additionally, in order1015

to mitigate the effect of the background, especially in the very low pT region, as well as to account for the difficulties1016

in reconstructing tracks and measuring momentum in this region, only electrons with pT > 7 GeV are kept.1017

1018

Loose vertex requirements defined as1019

|dxy| < 0.5 cm

|dz| < 1 cm

where |dxy| refers to the absolute value of the impact parameter, with respect to the primary vertex, in the transverse1020

plane, and |dz| is the absolute value of the impact parameter along the z axis are imposed on electron candidates.1021

1022

Next, impact parameter selection is introduced in order to reduce the background that doesn’t originate1023

from the primary vertex but, rather, from bremsstrahlung photons, photon conversions and heavy flavor decays. In1024

general, tracks of these secondary electron candidates (background in this analysis) will not point to the primary1025

vertex and this can be used to separate them from primary electrons. The impact parameter, IP3D, is defined as the1026

algebraic distance, in the 3-dimensional space, between an electron candidate and the primary vertex. However,1027

instead of the impact parameter, the significance of the impact parameter, SIP3D, is used by dividing the impact1028

parameter by its uncertainty. The selection than requires1029

|SIP3D| =
|IP3D|
σIP3D

< 4

3.3.2 Identification1030

By imposing the selection on the significance of the impact parameter, backgrounds originating from secondary1031

vertices are suppressed. However, hadronic jets (and remaining photon conversions) can mimic genuine electron1032

energy depositions in the calorimeter. In order to distinguish signal electrons from the backgrounds such as1033

reconstructed tracks from π± in vicinity of an electromagnetic cluster from π0 → γγ, a complex electron identification1034

algorithm was designed. In the CMS, two approaches are used for the electron identification: the cut-based approach1035

and the MVA-based approach.1036

1037

Cut-based electron identification1038

1039

In the cut-based approach one applies cuts on a set of tracker and ECAL related variables. Four working1040
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points, corresponding to different signal efficiencies, are used in CMS. The "veto" working point corresponds to an1041

average signal efficiency of about 95%. The "loose" working point corresponds to a signal efficiency of around 90%1042

and is used in analyses with low backgrounds to electrons. The "medium" working point corresponds to an average1043

signal efficiency of around 80%. Finally, the "tight" working point corresponds to roughly 70% signal efficiency and is1044

used in analyses where large background contamination is expected.1045

1046

MVA-based electron identification1047

1048

Since the H → ZZ∗ → 4l channel requires a high signal efficiency, a loose ID, capable of reducing fake1049

electrons, in particular in the low-pT region, was developed. It uses a set of variables, summarized in Table 3.1, to1050

produce a single MVA classifier using boosted decision tree (BDT) techniques. Three main categories of variables1051

enter the training of the BDT:1052

• observables based on the shape of the ECAL clusters, example being the width of the cluster, specifically in the1053

η direction1054

• observables based on the tracking information such as fbrem describing the energy lost through bremsstrahlung1055

• observables that describe the quality of the matching between the supercluster and the track, example being1056

the ratio of the supercluster energy over the track momentum1057

The output of the BDT training is the score for each electron candidate, which is peaking close to unity for signal1058

electrons and to zero for background electrons.1059
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Observable Definition

C
lu

st
er

sh
ap

e

σiηiη
Energy-weighted standard deviation along η within a 5× 5 block of crystals

centered on the highest energy crystal of the seed cluster

σiφiφ Similar to σiηiη but in the φ direction

η width SC width along η

φ width SC width along φ

1− E5×1/E5×5

E5×5 is the energy computed in the 5× 5 block of crystals centered on the
highest energy crystal of the seed cluster, and E5×1 is the energy computed in

the strip of crystals containing it

R9

Energy sum in the 3× 3 block of crystals centered on the highest energy crystal,
divided by the SC energy

H/E
Energy collected by the HCAL towers within a cone of ∆R = 0.15 centered on

the SC position, divided by the SC energy

EPS/Eraw
Energy fraction deposited in the preshower detector divided by the raw SC

energy

Tr
ac

ki
ng

fbrem = 1− pout/pin
Fractional momentum loss as measured by the GSF fit. The momenta pin and

pout are the innermost and outermost estimates respectively.

NKF Number of hits of the KF track (when reconstructed)

NGSF Number of hits of the GSF track

χ2
KF Goodness of fit of the KF track (when reconstructed)

χ2
GSF Goodness of fit of the GSF track

Nmiss. hits Number of expected but missing inner hits in the first tracker layers

Pconv. Fit probability for a conversion vertex associated with the electron track

Tr
ac

k-
cl

us
te

r
m

at
ch

in
g

ESC/pin
Ratio of the supercluster energy to the track momentum at the innermost track

position

Eele/pout
Ratio of the energy of the cluster closest to the electron track and the track

momentum at the outermost track position

1
ESC
− 1

p

Deviation of the SC energy from the electron momentum obtained by combining
ECAL and tracker information

∆ηin = |ηSC − ηin|
Distance between the energy-weighted center of the SC and the expected
shower position as extrapolated from the GSF trajectory state at the vertex

∆φin = |φSC − φin| Same as ∆ηin, but in the φ direction

∆ηseed = |ηseed−ηout|
Distance between the η of the seed cluster and the expected shower position as

extrapolated from the GSF trajectory state of the outermost hit

1060

Table 3.1: List of input variables, divided into three categories, that enter the BDT training for the MVA-based electron
identification used in the H → ZZ → 4l analysis.1061
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3.3.3 Isolation1062

Fake electrons from hadronic jets can be mitigated by means of isolation. Prompt electrons are characterized by1063

the absence of activity around them. The isolation can be defined using the PF candidates reconstructed with a1064

momentum direction within predefined isolation cone.1065

The isolation variables are obtained by summing the transverse momenta of charged hadrons, neutral hadrons and1066

photons within an isolation cone defined by ∆R = 0.3 and subtracting the contribution of the pileup. The combined1067

per-electron isolation is constructed by combining different isolation related observables:1068

I =
∑

charged
hadrons

pT +max

0,
∑

neutral
hadrons

pT +
∑

photons

pT − pPUT



where pPUT = ρ×Aeff is the pileup correction for electrons calculated following the FASTJET technique [51–53].1069

1070

The problem with using isolation variable as defined above comes from the consideration of fake electrons1071

in the background. For example, the pT of the fake lepton inside a jet increases with the energy of the jet. If the1072

energy of the jet is small, the activity surrounding the fake electron will be small and cutting simply on the pT could1073

lead to fake electron being wrongly classified as an isolated electron. Therefore, the thresholds applied on the1074

isolation quantities should depend on the particle energy. For this reason, the relative isolation is introduced and1075

defined by1076

Irel =
I

peT

Electrons with Irel < 0.35 are considered isolated. Those electrons that also satisfy the impact parameter and1077

identification requirements are used to select Z boson candidates in the H → ZZ → 4l analysis.1078

3.4 Electron efficiency measurements1079

In the previous section, electron selection requirements were defined. Depending on the analysis, one may need1080

different selection criteria, which lead to different electron efficiency. Therefore, it is crucial to quantify the efficiency1081

of the chosen selection criteria since these effects have to be included in the analysis. The same has to be done for1082

the reconstruction procedure discussed in the first part of the chapter. One approach can be to estimate efficiencies1083

using the simulations. However, because the detector effects aren’t described perfectly by the simulation, this can1084

lead to undesired bias in the estimation of the reconstruction or selection efficiency. In order to circumvent this issue,1085

efficiencies are extracted directly from the data using the Tag and Probe (TnP) approach. For the electron efficiency1086

measurements, the Z → ee channel is used to estimate the electron selection efficiencies.1087

In addition, the agreement between efficiencies in the data and simulation varies between the different regions of the1088

detector and for different values of the electron pT . This results in some disagreement, in most variables used in the1089

analysis, between the simulation and the data. The differences in efficiency between the data and simulation are1090

measured in various η and pT bins using the TnP approach and scale factors are obtained by dividing the efficiency in1091

the data by that in the simulation. These are applied to the simulation in order to correct for the efficiency difference.1092
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3.4.1 Tag and Probe method1093

In order to measure the efficiency of a desired selection, one needs a pure sample of electrons. This can be achieved1094

by using the decay products of a familiar resonance such as the Z boson which ensures a high purity. The Tag and1095

Probe (TnP) approach is used in this analysis to measure the electron selection efficiency.1096

1097

The TnP method starts with selecting a set of Z bosons that decay into pairs of oppositely charged elec-1098

trons. These pairs of electrons are required to have a mass within a window 60 GeV < mee < 120 GeV which1099

ensures that genuine Z → ee decays are selected. However, some background events, coming mainly from the1100

W+jets or QCD multijet processes, may pass this requirement as well. In order to make sure that the efficiency is1101

measured for signal electrons, one electron, referred to as the tag, is required to pass a very tight selection. The1102

corresponding opposite sign electron, referred to as the probe, is used to probe the efficiency of the selection under1103

consideration. The efficiency of the selection criteria is defined as the number of probes that pass the selection with1104

respect to the total number of probes:1105

εsel. =
NP

NP +NF

where NP is the number of the passing probes and NF is the number of the failing probes. The probes are first split1106

into several pT and η bins defined in a way that ensures enough statistics inside every bin. The efficiency is then1107

calculated for each bin separately.1108

1109

One way to implement the efficiency measurement is to use the cut-and-count approach in which one sim-1110

ply counts the number of probes passing the selection and the number of probes that fail the selection. The efficiency1111

is than easily calculated from the expression above. This can be a good approach when one is certain that there is1112

no background contamination. Since this is the case in the simulation, the cut-and-count approach is used as the1113

nominal method to estimate the efficiency in the simulation.1114

However, this is, in general, not the case in the data since very loose requirements are imposed on the probe.1115

Therefore, another technique is used as the nominal signal efficiency measurement approach in the data. In this1116

approach, both passing and failing probes are fitted, for each bin separately, using either the analytical function or the1117

template extracted from the simulation. The nominal signal model is based on the Drell-Yan simulation used to obtain1118

the template which is convoluted with a Gaussian distribution to account for the differences in resolution between the1119

simulation and the data.1120

1121

If no kinematic restrictions would be imposed on the tag and probe pairs, the dilepton mass distribution1122

away from the resonance would be described nicely by a falling exponential function. However, cuts imposed on1123

kinematic variables distort the invariant mass, mee, distribution in every bin in a way that is accounted for by using an1124

error function. Thus, the background is described by a falling exponential function multiplied with an error function:1125

f(mee) = erf(a−mee) · e−d·(mee−c)

where a and c (b and d) are expressed in units of GeV (GeV −1) and are free parameters in the fit.1126

1127

The uncertainty on each efficiency measurement is obtained from the quadratic sum of the statistical un-1128

certainty obtained from the fit and a systematic uncertainty. The leading source of the systematic uncertainty is the1129

modeling of the signal and background contributions. The uncertainty in the signal model is obtained by replacing1130

the template fit with a Breit-Wigner function convoluted with a one-sided Crystal ball (OSCB) function, while the1131
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uncertainty in the background model is obtained by using a falling exponential function instead of the product of a1132

falling exponential function and an error function. For some low-pT bins, a Chebyshev polynomial multiplied by a1133

Gaussian (nominal signal), a Gaussian convoluted by a CB function (alternative signal), or a Gaussian multiplied by1134

an exponential function (alternative background) was used in order to obtain a better fit.1135

1136

The number of passing and failing probes in each bin is defined by the area between the signal and back-1137

ground functions. Examples of nominal signal fits in the data are shown on the top of the Fig. 3.5 for the (passing1138

probe, failing probe) distributions for two different (pT , η) bins. The alternative signal fits in the simulation are shown1139

on the bottom of the figure for the (passing probe, failing probe) distributions in the same (pT , η) bins. The fitted1140

signal contributions are shown in red, while the fitted background contributions are shown is blue.1141

Figure 3.5: Example of the nominal signal fits in the data are shown on the top of the figure for the (passing probe,
failing probe) distributions for two different (pT , η) bins. The alternative signal fits in the simulation are shown on
the bottom of the figure for the (passing probe, failing probe) distributions in the same (pT , η) bins. The left-hand
side plots show the (passing probe, failing probe) distributions in the (2.00 < |η| < 2.5, 7 GeV < pT < 11 GeV ) bin
and the right-hand side plots show the same in the (2.00 < |η| < 2.5, 20 GeV < pT < 35 GeV ) bin. The fitted signal
contributions are shown in red, while the fitted background contributions are shown in blue.

The efficiency measurements in each bin for the data and the simulation are used to derive scale factors (SFs) which1142

are defined as the per-bin ratio of the efficiency under study obtained in the data divided by the efficiency in the1143

simulation:1144

SF (pT , η) =
εdata(pT , η)

εMC(pT , η)

These are used to scale the simulations to account for the different efficiency between the data and the simulation1145

and therefore mitigate any discrepancies between the two left from the imperfect modeling.1146

1147

Finally, the overall electron efficiency can be expressed as the product of the trigger efficiency, reconstruc-1148
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tion efficiency and selection efficiency. The discussion about the trigger is rather involved and is not needed to follow1149

the study presented here. An interested reader can found the details on the trigger performance in [54, 55]. The1150

reconstruction efficiency is also measured using the TnP technique where the tag is an electron coming from the1151

decay of the Z boson, and the second leg of the TnP are the SCs used to measure the efficiency (probes). One then1152

counts the number of SCs that are promoted to electron (passing probe) with respect to the total number of probes.1153

The largest source of uncertainty in the reconstruction efficiency measurements comes from the association of the1154

SCs to the track. Since every analysis in CMS uses reconstruction efficiencies, these are produced centrally by the1155

CMS collaboration and provided to all analyses containing electrons in the final state.1156

3.4.2 Electron selection efficiency in 2016, 2017 and 20181157

The selection efficiency was derived for each data-taking period separately. The working points (WPs) for the electron1158

ID were optimized for the 2016 data-taking period in a way that corresponds to around 98% signal efficiency. The1159

WPs for the 2017 and 2018 IDs were adjusted to reproduce the same signal efficiency. For all three data-taking1160

periods, the electron ID included the isolation variables in the training of the multivariate classifier.1161

1162

A first contribution to the electron ID was the measurement of the electron selection efficiency for the 20181163

data-taking period using the recently improved MVA-based electron ID. Prior to this, the MVA training for the electron1164

ID was based on the Toolkit for MultiVariate Analysis (TMVA) tool [56] and did not include isolation variables.1165

The retrained ID was obtained using the eXtreme Gradient Boosting (XGBoost) package [57] with the isolation1166

variables included in the training. While the performance of the retrained ID was already demonstrated for the 20171167

data-taking period [58], this was not yet done for the 2016 and 2018 periods. The efficiency of the retrained ID for the1168

2018 period was prepared and presented, for the first time, for the 2019 Moriond conference. An improvement for the1169

2017 data-taking period was presented on the conference as well. The efficiency of the retrained electron ID for the1170

2017 and 2018 periods are first discussed in this section.1171

1172

Table 3.2 shows the list of data and MC samples used for both 2017 and 2018 periods. The nominal MC1173

efficiencies for both periods are evaluated from the leading order (LO) MadGraph [59] Drell-Yan sample, corre-1174

sponding to a generic qq̄ → Z/γ∗ → e+e− production, while the next-to leading order (NLO) MadGraph_AMCatNLO1175

sample is used to assess the systematic uncertainty related to the generator being used.1176

For both the 2017 and 2018 periods the same requirements on the tag are imposed:1177

• trigger matched to HLT_Ele32_WPTight_Gsf_L1DoubleEG_v*1178

• ptagT > 30 GeV , |ηtagSC | < 2.17 and qtag · qprobe < 01179

The first bullet ensures the geometrical matching of the tag to the leg of a single electron HLT object, ensuring1180

that probes do not have any trigger selection cuts. Otherwise, the measurement of the ID efficiency would be1181

biased. The second bullet defines the pT and η cut on the tag and requires an opposite-sign electron pair. Since the1182

single electron trigger is restricted to |ηSC | < 2.17 because of the high background rates in the forward region of the1183

detector, the same cut is imposed on the tag selection.1184

1185
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2017

data

/SingleElectron/Run2017B-17Nov2017-v1/MINIAOD

/SingleElectron/Run2017C-17Nov2017-v1/MINIAOD

/SingleElectron/Run2017D-17Nov2017-v1/MINIAOD

/SingleElectron/Run2017E-17Nov2017-v1/MINIAOD

/SingleElectron/Run2017F-17Nov2017-v1/MINIAOD

MC

sample usage

/DYJetsToLL_M-50_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIFall17MiniAOD-
RECOSIMstep_94X_mc2017_realistic_v10-v1/MINIAODSIM

nominal

/DYJetsToLL_M-50_TuneCP5_13TeV-madgraphMLM-pythia8/RunIIFall17MiniAOD-
RECOSIMstep_94X_mc2017_realistic_v10_ext1-v1/MINIAODSIM)

nominal

/DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8/RunIIFall17-
MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM

systematics

2018

data

/EGamma/Run2018A-17Sep2018-v2/MINIAOD

/EGamma/Run2018B-17Sep2018-v2/MINIAOD

/EGamma/Run2018C-17Sep2018-v2/MINIAOD

/EGamma/Run2018D-17Sep2018-v2/MINIAOD

MC

sample usage

/DYJetsToLL_M-50_TuneCP5_13TeV-madgraphMLM-pythia8/RunII-
Autumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM

nominal

DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8/RunII-
Spring18MiniAOD-100X_upgrade2018_realistic_v10-v1/MINIAODSIM

systematics

1186

Table 3.2: Data and MC samples used for the measurement of the electron selection efficiency for the 2017 and 2018
data-taking periods.1187

For the low pT bins of the probe (< 20 GeV ), additional requirements were imposed in order to reject electrons1188

coming from the W boson decays:1189

trigMV Atag > 0.92,

√
2 · PFMET · ptagT · [1− cos(φPFMET − φtag)]

For both periods, the selection under study is defined by the H → ZZ → 4l MVA-based ID (mvaEleID-Fall17-iso-V2-1190

wpHZZ) and the requirements on the vertex parameters and SIP as defined in section 3.3.1. Since electrons that end1191

up in the region between the barrel and the endcap (henceforth referred to as the gap electrons) are expected to be1192

reconstructed with a lower efficiency, they are treated separately in the efficiency measurements. Therefore, the1193

selection efficiency and SFs are first derived for the non-gap electrons followed by the same analysis for the gap1194

electrons only. The same selection on the tag and probe pairs is imposed in both cases.1195
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1196

Figure 3.6 shows the measured selection efficiencies (top pad in the figure) and SFs (bottom pad in the1197

figure) in the different pT bins for the two periods. The binning in η was chosen to be the same as the one used in the1198

2017 results already approved by CMS prior to this analysis. Gap electrons are excluded.1199

Figure 3.6: Electron selection efficiencies (top pad in the figures) and SFs (bottom pad in the figures) for the 2017
(top row) and 2018 (bottom row) data-taking periods. The left-hand side plots show the results for different pT bins,
while the right-hand side plots shows the same for different η bins.

Due to a lower statistics in the very low-pT bin (< 10 GeV ) and high-pT bin (> 100 GeV ), the efficiencies and1200

SFs were calculated only for the combined barrel (light grey histogram) and the endcap (light blue histogram) re-1201

gion. The middle-pT range is split into several η bins in order to gain insight into possible η-dependent structure of SFs.1202

1203

One feature that can be seen on the efficiency plots versus the electron pT is the increase of the efficiency in the1204

low-pT region until the plateau is reached. This is the consequence of the bremsstrahlung which causes the loss of1205
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efficiency at low values of pT .1206

An additional feature, especially pronounced in the 2018 period, is a consistent offset of SFs from unity over the1207

entire pT range. This was studied and traced back to the |SIP | < 4 cut. If the SIP cut requirement is removed from1208

the selection, keeping other things unchanged, this feature disappears. This can be seen on Fig. 3.7 where the SFs1209

are now consistent with unity. This behavior was afterward cured by the Ultra legacy (UL) reprocessing of the data1210

and the MC samples.1211

1212

Figure 3.7: Electron selection efficiencies (top pad in the figures) and SFs (bottom pad in the figures) for the 2018
data-taking periods. Left-hand side plot show the results for different pT bins, while the right-hand side plot shows
the same for different η bins. The only change with respect to the bottom row plots in Fig. 3.6 is the removal of the
|SIP | < 4 cut.

Comparing the uncertainties obtained for the 2017 and 2018 periods, one can see that these are larger for the latter.1213

This can be more easily seen on Fig. 3.8 showing the SFs and corresponding uncertainties in all pT and η bins.1214

1215

Fig. 3.9 and Fig. 3.10 show the election efficiency, scale factors and corresponding uncertainty for the1216

gap electrons in the 2018 data-taking period. The same plots for the 2017 period were obtained in CMS prior to this1217

analysis and are thus omitted. Only three pT bins were used in order to keep sufficient statistics in each bin. In1218

addition, on the right-hand side plot, the bins are split in |η|, rather than in η.1219
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Figure 3.8: Electron SFs (left row) and corresponding overall uncertainty (right row) for all pT and η bins shown in Fig.
3.6. Results for the 2017 (2018) period is shown in the top (bottom) row.
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Figure 3.9: Electron selection efficiencies (top pad in the figures) and SFs (bottom pad in the figures) for the 2018
data-taking periods. The left-hand side plot shows the results for different pT bins, while the right-hand side plot
shows the same for different η bins. Only gap electrons are considered.

0.98

0.99

1

1.01

1.02

1.0
01

1.0
01

0.9
72

0.9
72

0.9
77

0.9
77

 scale factorsγe/

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
ηSuperCluster 

10

210

 [G
eV

]
Tp

 scale factorsγe/

0

0.01

0.02

0.03

0.04

0.05

0.0
54

0.0
54

0.0
13

0.0
13

0.0
07

0.0
07

 uncertaintiesγe/

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5
ηSuperCluster 

10

210

 [G
eV

]
Tp

 uncertaintiesγe/

Figure 3.10: Electron SFs (left row) and corresponding overall uncertainty (right row) for all pT and η bins shown in
Fig. 3.9. Results for the 2018 period gap electrons are shown.
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In order to prepare for the H → ZZ → 4l Run 2 legacy paper [60], it was decided to retrain the electron ID for the1220

2016 period. This meant replacing the older ID which didn’t incorporate isolation variable in the training and which1221

was trained using the TMVA package with the new ID (mvaEleID-Summer16-ID-ISO-HZZ) that included isolation in1222

the training and was trained using the XGBoost package.1223

In the analysis discussed thus far in this section, the retrained ID used for the 2017 data-taking period was also used1224

for the 2018 period. A dedicated ID retrained for the 2018 period was not essential at the time because it was shown1225

that the performance of the 2017 training on the 2018 data was satisfactory. However, in the meantime, a dedicated1226

ID was retrained also for the 2018 period by the CMS collaboration for consistency sake. Since the training of the IDs1227

is not a direct contribution of this thesis work, the WPs and corresponding signal and background efficiencies for all1228

three Run 2 periods are merely summarized in Table 3.3.1229

1230

The electron efficiency measurements and the SFs discussed in the following part of the section were red-1231

erived using the retrained electron IDs for the 2016, 2017 and 2018 periods. The goal of this analysis was to further1232

reduce the uncertainty in the low-pT region and study the η-dependent structure of SFs. The former was especially1233

needed since the leading source of uncertainty in the H → ZZ → 4l analysis is the uncertainty on electron efficiency1234

measurements that mostly originates from the measurement uncertainty of the low-pT electrons that are present in1235

the analysis due to the off-shell Z boson.1236

Data and simulations used in the analysis are listed in Table 3.4 for all three periods. For the 2016 period, the1237

nominal MC efficiencies are evaluated from the leading order (LO) MadGraph Drell-Yan sample, while the next-to1238

leading order (NLO) MadGraph_AMCatNLO sample is used to access the systematic uncertainty. The only change1239

in the 2018 period, with respect to the previously discussed analysis, is the use of the POWHEG [61–63] sample1240

for accessing the systematic uncertainties instead of the (NLO) MadGraph_AMCatNLO sample. The reason for1241

this change is the higher statistics in the POWHEG sample. As before, efficiency measurements for the non-gap1242

electrons are shown first, followed by the measurements for the gap electrons.1243

1244
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2016 (mvaEleID-Summer16-ID-ISO-HZZ)

|η| < 0.8

WP εsig [%] εbkg [%]

5 GeV < pT < 10 GeV 1.8409 81.64 3.93

pT > 10 GeV 0.3902 97.44 2.17

0.8 < |η| < 1.479

5 GeV < pT < 10 GeV 1.7830 80.31 3.63

pT > 10 GeV 0.3484 96.68 2.75

|η| > 1.479

5 GeV < pT < 10 GeV 1.7559 74.37 3.06

pT > 10 GeV -0.6518 96.62 7.66

2017 (mvaEleID-Fall17-iso-V2-wpHZZ)

|η| < 0.8

WP εsig [%] εbkg [%]

5 GeV < pT < 10 GeV 1.4499 81.64 5.66

pT > 10 GeV 0.0081 97.44 3.26

0.8 < |η| < 1.479

5 GeV < pT < 10 GeV 1.4856 80.31 4.74

pT > 10 GeV -0.0374 96.68 4.05

|η| > 1.479

5 GeV < pT < 10 GeV 1.6901 74.37 3.59

pT > 10 GeV -0.7497 96.62 8.10

2018 ((mvaElectronID_Autumn18_ID_ISO)

|η| < 0.8

WP εsig [%] εbkg [%]

5 GeV < pT < 10 GeV 0.8962 81.64 5.66

pT > 10 GeV 0.0279 97.45 3.28

0.8 < |η| < 1.479

5 GeV < pT < 10 GeV 0.9070 80.31 4.69

pT > 10 GeV -0.0024 96.68 4.12

|η| > 1.479

5 GeV < pT < 10 GeV 0.9396 74.37 3.26

pT > 10 GeV -0.5983 96.62 8.06

1246

Table 3.3: Working points together with corresponding signal and background efficiencies for the BDT training of the
electron ID for the three data-taking periods.1247
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2016

data

/SingleElectron/Run2016B-17Jul2018_ver2-v1/MINIAOD

/SingleElectron/Run2016C-17Jul2018-v1/MINIAOD

/SingleElectron/Run2016D-17Jul2018-v1/MINIAOD

/SingleElectron/Run2016E-17Jul2018-v1/MINIAOD

/SingleElectron/Run2016F-17Jul2018-v1/MINIAOD

/SingleElectron/Run2016G-17Jul2018-v1/MINIAOD

/SingleElectron/Run2016H-17Jul2018-v1/MINIAOD

MC

sample usage

/DYJetsToLL_M-50_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunII-Summer16-
MiniAODv2-PUMoriond17_80X_mcRun2_asymptotic_2016_TrancheIV_v6_ext1-

v2/MINIAODSIM
nominal sample

/DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/RunIISummer16-
MiniAODv2-PUMoriond17_80X_mcRun2_asymptotic_2016_TrancheIV_v6_ext2-

v1/MINIAODSIM
systematics

2017

data

same as in Table 3.2

MC

same as in Table 3.2

2018

data

same as in Table 3.2

MC

sample usage

same as in Table 3.2 nominal sample

/DYToEE_M-50_NNPDF31_TuneCP5_13TeV-powheg-
pythia8/RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM

systematics

1245

Table 3.4: Data and MC samples used for the measurement of the electron selection efficiency and SFs for the
H → ZZ → 4l Run 2 legacy paper.1248

The same selection on the tag is applied on for three period and is, in most part, the same as defined before. In order1249

to try to reduce the uncertainties, the pT requirement on the tag was increased to 50 GeV for the lower pT bins of the1250

probe (< 20 GeV ). In addition, the requirement that all three charge measurements, defined in section 3.2.3, agree1251

was required for the same bins. Finally, the coarser binning of the mee distribution, using 30 bins instead of 60, was1252

used in order to further stabilize the fits.1253

The new requirements on the tag resulted in a slightly more clear peak around the nominal Z boson mass which1254
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resulted in better precision and lower uncertainty for these bins. This can be seen in the right column in Fig. 3.111255

which shows the nominal signal fit in data for one low-pT bin (11 GeV < pT < 15 GeV and 0 < η < 0.5). It was1256

checked that no bias is introduced in the efficiency measurement by doing so.1257

Figure 3.11: The mee distribution for one low-pT bin (11 GeV < pT < 15 GeV and 0 < η < 0.5) before (top row) and
after (middle row) tightening the tag selection for the low-pT bins of probe. The nominal fit in the data is shown in
both figures.

Another consequence of the tighter tag selection was the appearance of the excess of events (the "bump") in the1258

low mass tail of the mee distribution of the failing probes for 15 < pT < 20 GeV bins. This bump comes from the1259

signal electrons that migrated from the passing probe group before tightening the cut to the failing probe group after1260

tightening the cut. In order to successfully fit the bump, the function for the signal model in the failing probes had to be1261

modified. It was found that a good fit for the signal can be achieved with a help of additional Gaussian. To achieve the1262

convergence of the fit for the background, a default model was modified by introducing a Chebyshev polynomial. This1263

is shown in Fig. 3.12 for the nominal fit in data for one bin (15 GeV < pT < 20 GeV and 1 < η < −0.5). The left-hand1264

side plot shows the bad fit in the failing probes before the modification of the fitting function, while the right-hand side1265
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plot shows the improved fit.1266

Figure 3.12: The mee distribution for one bin (15 GeV < pT < 20 GeV and 1 < η < −0.5) after tightening the tag
selection for the low-pT bins of probe. The bad fit for the failing probes (left) was resolved by adding an additional
Gaussian in the signal model and introducing a Chebyshev polynomial in the background model (right).

Fig. 3.13 shows that this treatment reduced uncertainties in the selection efficiency measurement, especially for the1267

low-pT and high-η region. Here, the gap electrons are not included.1268

1269

In addition to the tighter requirements on the tag, one can see that the binning has been changed in order1270

to try improving on the η dependency of the SFs. This feature is visible on the bottom-right plot in Fig. 3.13.1271

While studying different binning scenarios for the 2017 data-taking period, it was found that better results can be1272

achieved by using a finer η binning. This is shown in the top row in Fig. 3.14 where a more pronounced η structure in1273

SFs is observed. The "umbrella" shape in efficiency (top pad on the figure) is the result of inefficiencies in electron1274

reconstruction and identification in the more forward regions of the detector. The top row shows the results for1275

the 2017 period, while the bottom row shows the results for the 2016 period. Fig. 3.15 shows the SFs and the1276

corresponding uncertainty for the three data-taking periods.1277

1278

Finally, Figs. 3.16 and 3.17 show the efficiency, SFs and the overall uncertainty for the gap electrons for1279

the 2016, 2017 and 2018 data-taking period.1280
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Figure 3.13: Electron selection efficiencies (top pad in the figures) and SFs (bottom pad in the figures) for the 2018
period with the original tag selection (top row) and the same period with tighter tag selection introduced for the low-pT
bins of the probe (bottom row). The left-hand side plots show the results for different pT bins, while the right-hand
side plots shows the same for different η bins.
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Figure 3.14: Electron selection efficiencies (top pad in the figures) and SFs (bottom pad in the figures) for the 2017
(top row) and 2016 (bottom row) periods using the retrained electron ID and the tighter tag selection for the low pT
bins of the probe. The left-hand side plots show the results for different pT bins, while the right-hand side plots shows
the same for different η bins.
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Figure 3.15: Electron SFs (left column) and corresponding overall uncertainties (right column) for all pT and η bins
shown in the bottom row in Fig. 3.13 and in Fig. 3.14. Results for the 2016, 2017 and 2018 periods are shown in the
top, middle and bottom row respectively.
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Figure 3.16: Electron selection efficiencies (top pad in the figures) and SFs (bottom pad in the figures) for the 2016
(top row), 2017 (middle row row) and 2018 (bottom row) periods using the retrained electron IDs and the tighter tag
selection for the low pT bins of the probe.. The left-hand side plots show the results for different pT bins, while the
right-hand side plots shows the same for different η bins. Results for gap electrons are shown.
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Figure 3.17: Electron SFs (left column) and corresponding overall uncertainties (right column) for all pT and η bins
shown in Fig. 3.16 for the 2016 (top row), 2017 (middle row) and 2018 (bottom row) period. Results for gap electrons
are shown.
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3.5 Summary1281

An overview of electron reconstruction and identification (ID) in CMS was discussed followed by the measurements1282

of the electron selection efficiency for the 2016, 2017 and 2018 data-taking periods using the Tag and Probe (TnP)1283

method.1284

The efficiency measurements and the scale factors (SFs) were first derived for the 2018 period using the electron ID1285

trained on the 2017 data. The training of the ID was done centrally in CMS, the novelty being the incorporation of the1286

isolation variables in the training of the multivariate classifier. The new ID training was improved by switching to the1287

XGBoost package instead of the TMVA.1288

In order to prepare for the H → ZZ → 4l Run 2 legacy paper, it was decided to retrain the electron ID for the 20161289

data-taking period using the XGBoost package and including the isolation variables in the training. The same was1290

done for 2018 period for consistency sake. The retraining of the IDs for both data-taking periods was done centrally1291

in CMS. A new electron efficiency measurements, together with the SFs, were rederived for all three periods with a1292

goal of reducing the uncertainties in the low-pT region and studying the η structure in SFs.1293

1294

In order to reduce the uncertainties in the low-pT region, a tighter selection on the tag was applied for the1295

low-pT bins of probe. The requirement that all three charge measurement must agree was also added. The new1296

requirements on the tag gave rise to a slightly more clear peak around the nominal Z boson mass. This resulted in in1297

a better precision and lower uncertainty for these bins and was first shown for the 2018 period. The same conclusion1298

was found to be true for the 2016 and 2017 periods as well. An additional consequence of the tighter tag selection1299

was the appearance of the excess of events (the "bump") in the low mass tail of the mee distribution of the failing1300

probes for 15 < pT < 20 GeV bins. It was found that the bump was populated by signal electrons that migrated to the1301

failing probe group after tightening the tag selection. In order to fit the bump in the mee distribution for the failing1302

probes, the fitting function for the signal and background contributions had to be modified. A better fit further reduced1303

the uncertainty in these bins.1304

In addition to tightening the tag selection, the binning for the 2018 period was changed in order to try to improve1305

on the η dependency of the SFs. This was more studied for the 2017 period where it was shown that a further1306

improvement can be achieved by choosing even finer η binning. The "umbrella" shape in the efficiencies was1307

observed due to a more challenging reconstruction and identification of electrons in the forward regions of the detector.1308

1309

The results presented in this chapter were used in the publication of the H → ZZ → 4l analysis. In1310

addition, these are the integral part of the VBS ZZ → 4l2j analysis discussed in the next chapter.1311



Chapter 41312

Search for the VBS in the 4l final state1313

using the Run 2 data1314

4.1 Preface to the chapter1315

This chapter covers published results on the search for the VBS in the ZZ → 4l2j channel using the full Run 2 data1316

and is a continuation of a previous study in the same channel that used 2016 data to extract the EWK signal [64].1317

The paper is a joined effort of the CMS diboson SM group.1318

The biggest challenge of the analysis is a small cross-section of the signal, being one of the smallest ever measured1319

at the LHC at only 0.3 fb, approximately 30 times less than the irreducible background. Another feature of this1320

channel is a large contribution from the QCD-induced production of the two Z bosons represented by diagrams1321

containing, at least, 2 QCD vertices. This is the main background to the analysis.1322

However, unlike final states containing W bosons, this channel is characterized by a fully reconstructable final state.1323

Because of this, it will be amongst the most important channels to separate the longitudinal polarization of the1324

Z boson in the future. In addition, it is the most sensitive channel for studying certain anomalous quartic gauge1325

couplings (aQGCs), specifically fT8 and fT9
. Lastly, it had not yet been observed in CMS.1326

1327

My contribution in the published paper is the development of the BDT classifier used as an alternative sig-1328

nal extraction method. This is described in section 4.6. In addition, I am the main contributor to deriving the limits on1329

the anomalous quartic gauge couplings in the EFT approach. The procedure for deriving aQGCs is presented in1330

section 4.7.1331

1332

I begin the chapter by describing the data sets and Monte Carlo simulations used in the analysis. The fol-1333

lowing section defines event selection. In section 4.4 I define variables used for the signal extraction with BDT which I1334

also use to show the agreement between the data and the simulation.1335

In the published paper the MELA discriminant was used as a main tool for the signal extraction and is discussed in1336

section 4.5.1. In the same section I describe how the VBS significance and the cross-section in VBS and VBS+QCD1337

fiducial regions were calculated. Section 4.8 will discuss the systematic uncertainties used in both the MELA and the1338

BDT signal extraction approaches and also in the derivation of the limits on the aQGCs.1339

In section 4.9 I will present results on the VBS significance using both the MELA and the BDT approaches and1340

compare the two. The results on the aQGCs are reported here as well. The key points of the chapter are summarized1341

in section 4.10.1342

69
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4.2 Monte Carlo simulations and data sets1343

4.2.1 Monte Carlo samples1344

Several Monte Carlo (MC) samples have been produced and are used in this analysis to optimize the event selection,
evaluate signal efficiency and acceptance, optimize the search strategy for the VBS as well as for a search for
anomalous quartic gauge couplings (aQGCs).

Signal

In this analysis the signal is defined as the purely electroweak (EWK) production of the two jets and the
two leptonically decaying Z bosons. It was simulated at leading order (LO) using the MadGraph5 aMCatNLO
(henceforth MG5) tool by requiring explicitly the number of QCD vertices to be zero:

generate pp > zzjj QCD = 0, z > l + l−

Z bosons are only allowed to decay into electrons and muons. This is performed using the MadSpin tool in order to
preserve the spin correlations between the leptons. The resulting sample includes contributions from the SM Higgs
boson produced in vector boson fusion (VBF) as well as from the interference with non-Higgs diagrams and diagrams
featuring triboson production with one hadronically decaying W boson. The latter is supressed by requiring the dijet
invariant mass, mjj to be greater than 100 GeV.
An additional sample was produced using the Phantom tool which includes off-shell Z boson decays and was used to
cross check the sample produced with MG5.

Irreducible backgrounds

The dominant, irreducible background in the analysis is the QCD-induced pp → ZZ production (henceforth
qqZZ). This process was simulated at next-to-leading order (NLO) with up to two jets using MG5 and merged with
parton showers using FxFx scheme.

generate pp > l + l − l + l − [QCD] @0

add process pp > l + l − l + l − j [QCD] @1

The idea behind the FxFx jet merging scheme is to remove the overlap between jets produced at matrix elements
(ME) and those produced by parton showers (PS) and thus removing the double counting of jets [65,66]. This is the
nominal sample for the qqZZ background in this analysis.
In order to study the interference between the signal and the irreducible background, an additional sample was
generated using MG5. It was shown, by comparing the event yields and distribution shapes between the signal
sample and the interference sample, that the yield ratio is between 1% and 6%. This was taken into account in the
analysis via a proper scaling.

An additional background to the signal is the gluon loop-induced ZZ production process (henceforth ggZZ).
Although this process is suppressed by two additional strong couplings, it never the less contributes to inclusive ZZ
production at around 10% level.
A dedicated sample was studied and produced with MG5 [67] specially for this analysis [68]. The process is simulated
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at LO with up to 2 jets modeled from matrix-element and matched to PS using the MLM matching scheme [69] for the
first time:

generate gg > zz [noborn = QCD]

add process pp > zzj [noborn = QCD]

add process pp > zzjj [noborn = QCD]

The requirement in the square brackets instructs MG5 to only consider loop diagrams. One can see that, for the1345

0j sample, a gg initial state was used, while qq initial state was used for the 1j and 2j samples. In former, this is1346

equivalent since there are no extra loop-induced diagrams included. However, it is important to use pp initial state1347

for 1j and 2j samples in order to include the Initial State Radioation (ISR) processes. In this case a quark will first1348

transform to a gluon through the ISR, after which it will be involved in the hard process. This results in significantly1349

more diagrams from which only genuine loop-induced diagrams should be kept. This is achieved using the "diagram1350

filter" designed specially for this purpose [70]. After the filter is applied, only genuine loop-induced diagrams survive.1351

It must be emphasized that 1j and 2j diagrams are not simply 0j diagram with some ISR decoration. These processes1352

include some new diagrams with different structures that can’t evolve from the 0j sample. Some examples are shown1353

in Figure 4.1 where jets are emitted directly from the loop.1354

Figure 4.1: Example diagrams of loop induced ggZZ 1/2-jet process which can’t evolve from the 0j sample
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Although time consuming, this simulation covers the dijet phase space much better than the 0j sample where1355

two jets are modeled from the PSs. However, since MadSpin generator can’t decay particles generated in the1356

loop-induced processes from the ME calculation, the decaying of the Z bosons is implemented in Pythia8 such that1357

spin correlations between the outgoing leptons are not included. The MLM matching scheme was applied to avoid1358

the double counting when merging jets modeled with ME and those modeled by parton shower.1359

1360

The dijet phase-space produced from the loop-induced process is expected to be more accurately mod-1361

eled with this sample compared to an alternative approach using the MCFM generator [71]. The difference between1362

the new MG5 ggZZ production and the MCFM production is especially visible in the pT spectrum of the two leading1363

jets. This is shown in Figure 4.2 for different jet multiplicities. The difference is most notable in the softer pT spectrum1364

for the 0,1,2 jet merged sample (purple) produced with MG5. This has as a consequence a lower efficiency after1365

applying the inclusive ZZjj selection (for details on event selection criteria see section 4.3). An additional effect the1366

is the higher mass of the ZZ pair. The ggZZ background modeling described here, thus, gives the most accurate1367

description of the dijet phase space so far.1368
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Figure 4.2: The pT spectrum of the two leading jets in the QCD loop-induced samples generated with MCFM and the
new, state-of-the-art samples with up to two jets merged with MLM matching scheme and generated for the first time
for this analysis using the MG5. The figure is taken from Ref. [68]

In addition to the state-of-the-art gg sample, an additional sample was generated to validate the former. The simulation
was done at LO with 1 jet using MG5 and the following syntax:

generate gg > zzj [noborn = QCD], z > l + l

Pythia8 was again used to perform the decay of the Z bosons and thus the correlation between the spin of the decay1369

leptons is ignored. For this reason another sample was produced at LO using MCFM 7.0 tool [71].1370
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Pythia8 package was used for parton showering and hadronization for all MC samples, with parameters set by the1371

CUETP8M1 tune [72] for the 2016 and the CP5 tune [73] for 2017 and 2018 data-taking periods.1372

A NNPDF 3.0 parton distribution function (PDF) was used for all 2016 samples and NNPDF 3.1 for all 2017 and 20181373

samples [74]. MC samples are reweighted with true number of interactions in each event to match the level of PU1374

observed in data.1375

1376

All simulated backgrounds are summarized in Table 4.1. The dijet mass for WZZ and ZZZ at generator1377

level is required to be larger than 100 GeV event by event in order to avoid double counting with the signal sample.1378

1379

Process Generator Cross-section [fb] Remarks

signal samples for 2016, (2017 and 2018)

ZZ → 4l + 2 jets MadGraph (LO) 0.441 (427) mjj > 100 GeV

ZZ → 4µ + 2 jets Phantom (LO) 0.418 used to cross-check MadGraph sample

ZZ → 4e + 2 jets Phantom (LO) 0.418 used to cross-check MadGraph sample

ZZ → 2e2µ + 2 jets Phantom (LO) 0.836 used to cross-check MadGraph sample

irreducible background samples for 2016, 2017 and 2018

ZZ → 4l + 0, 1 jets MadGraph (NLO) 1218

gg → ZZ → 4l +

0, 1, 2 jets
MadGraph (LO) 5.84 cross-section computed at µ = mZZ/2

gg → ZZ → 4l +

1 jet
MadGraph (LO) 4.45 used to cross-check nominal sample

gg → ZZ → 4µ MCFM (LO) 1.59 used to cross-check MG5 samples

gg → ZZ → 4e MCFM (LO) 1.59 used to cross-check MG5 samples

gg → ZZ → 2e2µ MCFM (LO) 3.19 used to cross-check MG5 samples

minor background samples for 2016, 2017 and 2018

tt̄Z → 4l2ν MadGraph 253

WWZ + jets MadGraph (NLO) 165.1

WZZ + jets MadGraph (NLO) 55.7 inclusive decays, mjj < 100 GeV

ZZZ + jets MadGraph (NLO) 14.0 inclusive decays, mjj < 100 GeV

1380

Table 4.1: List of signal and background samples used in the analysis for the 2016, 2017 and 2018 data-taking
periods.1381

Although the qqZZ background is simulated at NLO, the cross-section has been computed at NNLO [75]. Thus,1382

NNLO/NLO k-factors for the qqZZ process is applied to the MG5 sample as a function of m(ZZ).1383

In addition, NLO EWK corrections dependent on the initial-state quark flavor and kinematics are applied to the qqZZ1384

background in the region m(ZZ) > 2m(Z) [76].1385

For the ggZZ background the NLO/LO (NNLO/NLO) k-factor of 1.53 (1.64) extracted from [77,78] was applied.1386
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Reducible background1387

1388

The reducible background for the ZZ → 4l analysis, henceforth Z+X, comes from processes which con-1389

tain one or more non-prompt leptons in the four-lepton final state. The main source of such leptons are non-isolated1390

electrons and muons coming from the decays of the heavy-flavour mesons, mis-reconstructed jets usually coming1391

from the light-flavour quarks, and photon conversions. Any such occurrence will be referred to as the "fake lepton".1392

1393

The contribution from the Z+X background is minor, and is estimated by measuring the ratios of fake elec-1394

trons and fake muons which also pass the final selection criteria over those which do pass the loose selection criteria.1395

The selection criteria are discussed in section 4.3. These ratios, referred to as the fake rates, are used to extract the1396

expected background yields in the signal region.1397

A detailed description of the procedure is not needed to follow the analysis presented in this chapter and is left out.1398

However, an interested reader can find the detailed discussion on the measurement of fake rates elsewhere [49,68].1399

4.2.2 Data samples1400

This analysis uses the data collected in 2016, 2017 and 2018 data-taking periods corresponding to an integrated1401

luminosity of 137 fb−1. Only the data that passed the quality certification by all detector subsystems, stored in so1402

called golden JSON files, are used in the analysis. These are processed and stored in files formats that are easier to1403

use in the analyses. One such format, known as the MINIAOD [79], was used here.1404

1405

The analysis relies on five different primary data sets (PDs): DoubleEG, DoubleMu, MuonEG, SingleElec-1406

tron, and SingleMuon. Each of these PDs combines a certain collections of HLT paths with exact requirements1407

dependent on the data-taking period. Two primary data sets, DoubleEG and SingleElectron, were merged in 20181408

into EGamma PD. Run periods used, together with reconstruction versions, are listed in Table 4.2.1409

The HLT paths used in the three data-taking periods are shown in Tables 4.3 - 4.5.1410

1411

To avoid duplicate events from different primary data sets, events are taken:1412

• from DoubleEG1413

– if events pass the diEle trigger (HLT EleXX EleYY CaloIdXX TrackIdXX IsoXX(DZ))1414

– or if events pass the triEle trigger (HLT EleXX EleYY EleZZ CaloIdXX TrackIdXX)1415

• from DoubleMuon1416

– if events pass the diMuon trigger (HLT MuXX TrkIsoVVL MuYY TrkIsoVVL)1417

– or if events pass the triMuon trigger (HLT TripleMu XX YY ZZ)1418

– and if events fail the diEle and triEle triggers1419

• from MuEG1420

– if events pass the MuEle trigger (HLT MuXX TrkIsoXX EleYY CaloIdYY TrackIdYY IsoYY)1421

– or if events pass MuDiEle trigger (HLT MuXX DiEleYY CaloIdYY TrackIdYY)1422

– or if events pass DiMuEle trigger (HLT DiMuXX EleYY CaloIdYY TrackIdYY)1423

– and if events fail diEle, triEle, diMuon and triMuon triggers1424
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• from SingleElectron1425

– if events pass the singleElectron trigger (HLT EleXX etaXX WPLoose/Tight( Gsf))1426

– and if events fail all triggers above1427

• from SingleMuon1428

– if events pass the singleMuon trigger (HLT IsoMuXX OR HLT IsoTkMuXX)1429

– and if events fail all triggers above1430

where XX, YY and ZZ are year-dependent thresholds.1431

Primary data set Run and reconstruction version

DoubleMuon
DoubleEG
MuonEG

SingleMuon
SingleElectron

Run2016B-17Jul2018-v1

Run2016C-17Jul2018-v1

Run2016D-17Jul2018-v1

Run2016E-17Jul2018-v1

Run2016F-17Jul2018-v1

Run2016G-17Jul2018-v1

Run2016H-17Jul2018-v1

DoubleMuon Run2017B-31Mar2018-v1

DoubleEG Run2017C-31Mar2018-v1

MuonEG Run2017D-31Mar2018-v1

SingleMuon Run2017E-31Mar2018-v1

SingleElectron Run2017F-31Mar2018-v1

DoubleMuon Run2018A-17Sep2018-v1

MuonEG Run2018B-17Sep2018-v1

SingleMuon Run2018C-17Sep2018-v1

EGamma Run2018D-PromptReco-v2

1432

Table 4.2: The list of data samples used in the analysis. All runs for each of the data streams are used, for a total of
76 primary data sets in the MINIAOD format.1433
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HLT path prescale primary data set

HLT_Ele17_Ele12_CaloIdL_TrackIdL_IsoVL_DZ 1 DoubleEG

HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ 1 DoubleEG

HLT_DoubleEle33_CaloIdL_GsfTrkIdVL 1 DoubleEG

HLT_Ele16_Ele12_Ele8_CaloIdL_TrackIdL 1 DoubleEG

HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL 1 DoubleMuon

HLT_Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL 1 DoubleMuon

HLT_TripleMu_12_10_5 1 DoubleMuon

HLT_Mu8_TrkIsoVVL_Ele17_CaloIdL_TrackIdL_IsoVL 1 MuonEG

HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL 1 MuonEG

HLT_Mu17_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL 1 MuonEG

HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL 1 MuonEG

HLT_Mu23_TrkIsoVVL_Ele8_CaloIdL_TrackIdL_IsoVL 1 MuonEG

HLT_Mu8_DiEle12_CaloIdL_TrackIdL 1 MuonEG

HLT_DiMu9_Ele9_CaloIdL_TrackIdL 1 MuonEG

HLT_Ele25_eta2p1_WPTight 1 SingleElectron

HLT_Ele27_WPTight 1 SingleElectron

HLT_Ele27_eta2p1_WPLoose_Gsf 1 SingleElectron

HLT_IsoMu20 OR HLT_IsoTkMu20 1 SingleMuon

HLT_IsoMu22 OR HLT_IsoTkMu22 1 SingleMuon

1434

Table 4.3: HLT paths for 2016 data-taking period1435
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HLT path prescale primary data set

HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_* 1 DoubleEG

HLT_DoubleEle33_CaloIdL_GsfTrkIdVL 1 DoubleEG

HLT_Ele16_Ele12_Ele8_CaloIdL_TrackIdL 1 DoubleEG

HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass3p8 1 DoubleMuon

HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass8 1 DoubleMuon

HLT_TripleMu_12_10_5 1 DoubleMuon

HLT_TripleMu_10_5_5_D2 1 DoubleMuon

HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL 1 MuonEG

HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ 1 MuonEG

HLT_Mu12_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ 1 MuonEG

HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL_DZ 1 MuonEG

HLT_DiMu9_Ele9_CaloIdL_TrackIdL_DZ 1 MuonEG

HLT_Mu8_DiEle12_CaloIdL_TrackIdL 1 MuonEG

HLT_Mu8_DiEle12_CaloIdL_TrackIdL_DZ 1 MuonEG

HLT_Ele35_WPTight_Gsf_v* 1 SingleElectron

HLT_Ele38_WPTight_Gsf_v* 1 SingleElectron

HLT_Ele40_WPTight_Gsf_v* 1 SingleElectron

HLT_IsoMu27 1 SingleMuon

1436

Table 4.4: HLT paths for 2017 data-taking period1437

HLT path prescale primary data set

HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_v* 1 EGamma

HLT_DoubleEle25_CaloIdL_MW_v* 1 EGamma

HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass3p8_v* 1 DoubleMuon

HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL_v* 1 MuonEG

HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ_v* 1 MuonEG

HLT_Mu12_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ_v* 1 MuonEG

HLT_DiMu9_Ele9_CaloIdL_TrackIdL_DZ_v* 1 MuonEG

HLT_Ele32_WPTight_Gsf_v* 1 EGamma

HLT_IsoMu24_v* 1 SingleMuon

1438

Table 4.5: HLT paths for 2018 data-taking period1439
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4.3 Event selection1440

The final state in this analysis consists of at least two Z bosons decaying into pairs of oppositely charged leptons.1441

The hallmark sign of the signal events are the two hadronic jets with large pseudo-rapidity gap between them. In1442

order to maximize the measurement sensitivity, a set of selection criteria was used.1443

The objects reconstruction is based on the PF algorithm which uses information from all CMS subdetectors to identify1444

individual particles within an event. These, so called, PF candidates are then classified as either electrons, muons,1445

photons, neutral hadrons or charged hadrons. Higher-level objects such as jets and isolated leptons are created from1446

PF candidates [80,81].1447

1448

Electrons1449

1450

Reconstructed electrons with pT > 7 GeV and |η| < 2.5 that also satisfy a loose primary vertex constraint1451

defined by |dxy| < 0.5 cm and |dz| < 1 cm, so called loose electrons, are considered for the analysis. Requirements1452

on SIP parameter, presented in section 3.3.1, were imposed as well. In addition, leptons coming from the decaying Z1453

bosons are required to be isolated as discussed in section 3.3.3. To account for the detector effects on electron1454

momentum and energy, corrections were applied on MC simulations using the information from the data. Z → ee1455

sample was used to match the reconstructed dielectron mass spectrum in data to the one in simulation. This was1456

discussed in section 3.2.5. Eventual discrepancies between the data and MC samples is corrected as presented in1457

section 3.4.1.1458

Those electrons that pass all presented requirements, so called tight electrons, are considered candidates from1459

which a Z bosons can be built.1460

1461

Muons1462

1463

Loose muons are defined with pT > 5 GeV , |η| < 2.4, |dxy| < 0.5 cm and |dz| < 1 cm. The same require-1464

ments on SIP parameter, as for electrons, are required.1465

Unlike for electrons, muon identification and isolation are done separately. Loose muons with pT < 200 GeV are1466

considered identified muons if they also pass the PF muon ID, while loose muons with pT > 200 GeV are considered1467

identified muons if they the PF ID or the Tracker High-pT ID [68].1468

Muons are required to be isolated and this is done using the PF-based isolation. Muon isolation is defined by the1469

parameter Riso which measures activity in the cone of radius ∆R around the lepton and is defined as1470

Riso =

 ∑
charged
hardons

pT +max (0,
∑

neutral
hadrons

ET +
∑

photons

ET −∆β)

/plT

where the sum runs over the charged and neutral hadrons and photons in the cone of radius ∆R around the lepton.1471

The ∆β correction defined as ∆β = 1
2

∑chargedhad.
PU pT gives an estimate of the energy deposit of neutral particles1472

from the PU vertices and is used to remove the PU contribution for muons. The parameter ∆R is set to 0.3, and the1473

isolation requirement is satisfied if Riso < 0.35. Muon momentum scale is measured in data by fitting a CB function to1474

the di-muon mass spectrum around the Z boson peak in the Z → µµ control region.1475

Like for electrons, the discrepancy between the data and MC is cured by applying SFs obtained using the TnP.1476

Those muons that pass all presented requirements, so called tight muons, are considered candidates from which a Z1477

bosons can be built1478

1479
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FSR recovery1480

1481

The Final State Radiation (FSR) recovery algorithm was simplified since the Run 1, without degrading the1482

performance. Since the effect of FSR on this analysis is small, the details on algorithm itself are omitted. An1483

interested reader can find the full description elsewhere [49].1484

1485

Jets1486

1487

Jets are reconstructed from PF candidates using the anti− kt algorithm with a distance parameter R = 0.4 [82], after1488

rejecting charged hadrons that are associated to a PU primary vertex. In order to be included in the analysis, all jets1489

must have a corrected pT larger than 30 GeV and should be within |η| < 4.71490

In order to achieve a good reconstruction efficiency and to mitigate background and PU effects, loose ID criteria1491

[will be defined in chapter 2] was applied on jets. In order to mitigate the PU contamination, a multivariate variable,1492

the pileup jet ID (PUJetID), based on the compatibility of the associated tracks with the primary vertex and the1493

topology of jet shape, was applied. Additionally, jets are cleaned from any tight lepton and FSR photons by requiring1494

∆R(j, l/γ) > 0.4 .1495

1496

Since the detector response to particles is not linear, the energy of the reconstructed jets does not correspond to the1497

true particle-level energy. For this reason, the reconstructed jet energy is corrected to take into account effects such1498

as interactions with matter, PU, and detector response and response. These corrections are derived from simu-1499

lations and are crosschecked by studying energy balance in dijet, multijet, γ + jet and leptonic Z/γ + jet events [20,83].1500

1501

Unpredicted issues occurred during the three data-taking periods, which impact the quality of the recon-1502

structed jets. In order to remedy the situation, additional requirements were imposed on jets. In 2018 it was noticed1503

that a significant fraction of ECAL trigger primitives (TPs) in the forward region were wrongly associated with the1504

previous bunch crossing. This was due to the degraded transparency of the ECAL crystals in the forward regions and1505

progressed through 2016 and 2017. If the early fired L1 object has ET above the treshold, a previous event will be1506

sent to the HLT instead of the current event that will be rejected. This feature in the 2016 and 2017 data-taking1507

periods is called L1 prefiring and was mitigated by calculating a probability that event didn’t prefire and then applying1508

this as a weight to the simulations. This was corrected in 2018 by a recalibration of the ECAL [55].1509

1510

An increase in the ECAL noise in the 2017 data-taking period caused the appearance of the peaks (henceforth1511

"horns") in the jet η distributions around 2.5 < |ηjet| < 3. An effect of these horns on the analysis was tested by1512

removing soft jets with pT < 50 GeV in 2.65 < |η| < 3.139 region. No significant impact was observed.1513

1514

1515



80 CHAPTER 4. SEARCH FOR THE VBS IN THE 4L FINAL STATE USING THE RUN 2 DATA

ZZ selection The four lepton candidates are build from the tight leptons discussed earlier. An additional lepton1516

cleaning is performed by requiring the distance between reconstructed electron and muon, ∆R, be larger than 0.4.1517

This removes fake electrons that arise from the muon track being wrongly matched to the electromagnetic cluster1518

coming from an FSR emission of the muon.1519

1520

A Z candidate is defined as the pair of the same-flavor, and opposite charge leptons (e+e− or µ+µ−) with1521

dilepton invariant mass withing window 60 GeV < mll < 120 GeV . The Z boson mass includes FSR photons if1522

present.1523

1524

A ZZ candidate is defined as a pair of non-overlaping Z candidates and satisfies the following requirements:1525

1. Ghost removal: ∆R(η, φ) > 0.02 between each of the four leptons.1526

2. lepton pT : two out of the four selected leptons should satisfy pT (l1) > 20 GeV and pT (l2) > 10 GeV .1527

3. Z mass: the mass of both Z1 and Z2 must be larger than 60 GeV in order to comply with MC samples that do1528

not describe the off-shell ZZ∗ distributions.1529

4. four-lepton invariant mass: m4l > 180 GeV in order to comply with MC samples that do not describe the1530

off-shell ZZ∗ distributions.1531

5. QCD suppression: regardless of flavor, all four opposite-sign pairs that can be built from the four leptons must1532

satisfy mll > 4 GeV . Selected FSR photons are not used in the calculation because a dilepton coming from1533

QCD processes (e.g. J/Ψ) may have photons in vicinity (e.g. from π0).1534

6. "smart cut": defining Za and Zb as the mass-sorted alternative pairing Z candidates (Za is the one with mass1535

closest to the nominal Z mass), that satisfy NOT (|mZa −mZ | < |mZ1 −mZ | AND mZb < 12GeV ). Here, the1536

FSR photons are not included in calculation of the mZ . This cut removes 4e and 4µ candidates where the1537

alternative pairing looks like an on-shell Z boson accompanied by a low-mass lepton pair.1538

Only events containing at least one selected ZZ candidate are kept. If more ZZ pairs pass the selection requirements,1539

a pair with the largest scalar pT sum of the leptons constituting the Z2 candidate is selected. This is because the1540

false ZZ candidates are likely to be built from fake leptons which are more prominent at low pT .1541

A ZZ pair that satisfies all requirements is selected with Z1 being the one with higher pT , and the Z2 being the other1542

one.1543

1544

Inclusive and VBS selections1545

1546

In order to select a VBS enriched part of the phase space, an additional set of requirements is imposed.1547

At least two jets with |η| < 4.7 and pT > 30 GeV are required in an event. In case more events are present in an1548

event, the two with the highest pT , referred to as the tagging jets, are taken. The tagging jets are required to have the1549

invariant mass above 100 GeV in order to suppress hadronic WZ decays.1550

This set of requirements, on top of the ZZ selection, is referred to as the inclusive selection and was used to measure1551

the signal significance, the total fiducial cross-sections and to impose limits on the aQGCs.1552

1553

In addition, two more selections were defined to cross-check the signal extraction with the cut-based selec-1554

tion and to perform the measurement of the VBS and VBS+QCD cross-sections. A loose VBS selection requires, on1555
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top of the ZZ selection, mjj > 400 GeV and |∆η| > 2.4. A tight VBS selection requires mjj > 1 TeV and |∆η| > 2.41556

on top of the ZZ selection.1557

1558

A control region, used to check the agreement between the data and MC, is defined by requiring events to1559

pass a ZZjj inclusive selection, but to fail at least one condition of the loose VBS selection.1560

All selection criteria are summarized in Table 4.6.1561

lepton candidates

peT > 7GeV pµT > 5GeV

|η|e < 2.5 |η|µ < 2.4

|dxy| < 0.5 cm

|dz| < 1 cm

|SIP3D| < 4

ID passed

iso. in ID Rµiso < 0.35

jet candidates

pT > 30 GeV |η| < 4.7

∆R(j, l/γ) > 0.4

ID passed

L1 prefiring correction

Z candidate
tight lepton pair (e+e− or µ+µ−)

60 GeV < mll < 120 GeV

ZZ selection

require pair of non-overlapping Z bosons

∆R(η, φ) > 0.02 between each of the four leptons

pT (l1) > 20 GeV pT (l2) > 10 GeV

mZ1 > 60 GeV mZ2 > 60 GeV

m4l > 180 GeV

QCD suppression cut

"smart" cut

Inclusive ZZjj
selection

ZZ selection + mjj > 100GeV

loose VBS selection ZZ selection + mjj > 400GeV + |∆ηjj | > 2.4

tight VBS selection ZZ selection + mjj > 1 TeV + |∆ηjj | > 2.4

1562

Table 4.6: Summary of the analysis selection criteria.1563



82 CHAPTER 4. SEARCH FOR THE VBS IN THE 4L FINAL STATE USING THE RUN 2 DATA

4.4 VBS observables1564

The smoking gun sign of VBS are the two hadronic jets separated by a large psudo-rapidity gap. Therefore, the1565

most important kinematic variables describing a VBS process are the dijet invariant mass, mjj and the difference in1566

pseudo-rapidity between the two tagging jets, ∆ηjj .1567

Variables η∗(Z1) and η∗(Z2), so called Zeppenfeld variables, were first introduced as a means of isolating events1568

with no gluon emissions between the tagging jets in the vector boson fusion (VBF) processes [84]. Therefore, they1569

measure activity between the two tagging jets.1570

Other variables used to isolate VBS are the ratio between the pT of the tagging jet system and the scalar pT sum of1571

the tagging jets (RjetpT ) and the event balance (RhardpT ) defined as the transverse component of the vector sum of the Z1572

bosons and leading jets momenta normalized to the scalar pT sum of the same objects. The qgtagger(ji) variables1573

quantify a probability that jets are originating from quarks rather than gluons.1574

A full list of variables used for signal extraction is shown in Table 4.7.1575

1576

variable definition

mjj invariant mass of the two leading jets

∆ηjj pseudo-rapidity separation of the two leading jets

m4l invariant mass of the ZZ pair

η∗(Z1)
direction of the Z1 relative to the leading jets:

η∗(Z1) = η(Z1)− η(j1)+η(j2)
2

η∗(Z2)
direction of the Z2 relative to the leading jets:

η∗(Z2) = η(Z2)− η(j1)+η(j2)
2

RhardpT

transverse component of the vector sum of the two leading jets and four leptons
normalized to the scalar pT sum of the same objects

RhardpT =
(
∑
i=4l, 2j

~Vi)transverse∑
4l, 2j pT (i)

RjetpT

transverse component of the vector sum of the two leading jets
normalized to the scalar pT sum of the same objects

RjetpT =
(
∑
i=2j

~Vi)transverse∑
2j pT (i)

pT (j1) transverse momentum of the leading jet

pT (j2) transverse momentum of the second-leading jet

y(j1) rapidity of the leading jet: y(j1) = 1
2 ln

[
E(j1)+pL(j1)
E(j1)−pL(j1)

]
y(j2) rapidity of the second-leading jet: y(j2) = 1

2 ln
[
E(j2)+pL(j2)
E(j2)−pL(j2)

]
η(j1) pseudo-rapidity of the leading jet

η(j2) pseudo-rapidity of the second-leading jet

|ηmin(j)| smallest absolute value of the jet pseudo-rapidity

|ηmax(j)| largest absolute value of the jet pseudo-rapidity

1577

1578
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∑
η(j) sum of the pseudo-rapidity of selected jets∑
|η(j)| sum of the absolute value of the pseudo-rapidity of selected jets

mjj/∆η(jj) quotient of the invariant mass and the pseudo-rapidity gap of the two leading jet

qgtagger(j1) probability that the leading jet is coming from a quark rather than a gluon

qgtagger(j2) probability that the second-leading jet is coming from a quark rather than a gluon

pT (l3) transverse momentum of the third-leading lepton

|ηmin(lep)| smallest absolute value of the lepton pseudo-rapidity

|ηmax(lep)| largest absolute value of the lepton pseudo-rapidity

pT (Z1) transverse momntum of the Z1

pT (Z2) transverse momntum of the Z2

y(Z1) rapidity of the Z1: y(Z1) = 1
2 ln

[
E(Z1)+pL(Z1)
E(Z1)−pL(Z1)

]
y(Z2) rapidity of the Z2: y(Z2) = 1

2 ln
[
E(Z2)+pL(Z2)
E(Z2)−pL(Z2)

]
∆φ(Z1, Z2) angular separation between the two Z bosons

1579

Table 4.7: Set of 28 variables used to check the agreement between the data and MC.1580

Distributions of variables mjj and |∆ηjj |, used to define the control region, are shown in Fig. 4.3 for all three1581

data-taking periods and demonstrate a good agreement between the data and the simulation.1582

A good agreement between the data and the simulation is also observed in the signal region for a full set of variables1583

used to extract the signal. This can be seen in Fig. 4.4 for the 2018 data-taking period with the baseline selection1584

applied. All distributions for the three data-taking periods can be found in Appendix A.1585
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Figure 4.3: A comparison of data to background and signal estimations in 2016 (top row), 2017 (middle row) and
2018 (bottom row) samples in the control region.



4.4. VBS OBSERVABLES 85



86 CHAPTER 4. SEARCH FOR THE VBS IN THE 4L FINAL STATE USING THE RUN 2 DATA



4.4. VBS OBSERVABLES 87



88 CHAPTER 4. SEARCH FOR THE VBS IN THE 4L FINAL STATE USING THE RUN 2 DATA



4.4. VBS OBSERVABLES 89

Figure 4.4: Comparison of data to background and signal estimations in 2018 samples used in the analysis. All 28
variables from Table 4.7 are shown.
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4.5 Signal extraction and the cross-section measurement using the MELA1586

discriminant1587

4.5.1 The MELA discriminant1588

In the published paper [85] on the search for the VBS in the 4l final state using the Run 2 data, the signal extraction1589

approach was based on a kinematic discriminant that uses MCFM matrix elements for the EWK signal and the main1590

qqZZ background to describe process probabilities. This is the basis of the Matrix Element Likelihood Approach1591

(MELA). AT the hearth of MELA lies the fact that the kinematics of the VBS 4l final state coming from the decay of1592

vector bosons can be FULLY described by THE set of variables summarized in Table 4.8 and illustrated in Figure1593

4.5 [86–88].1594

variable description

m4l invariant mass of the 4 final-state leptons

mZ1
invariant mass of the Z1

mZ2
invariant mass of the Z2

θ∗ angle between the Z1 boson and the z axis

Φ angle between the normal vectors of the decay planes of Z1 and Z2

Φ1 angle between the beam axis and the plane of the Z1 decay products in the 4l rest frame

θ1 angle between Z1 direction and momenta of the decay lepton in Z1 rest frame

θ2 angle between Z2 direction and momenta of the decay lepton in Z2 rest frame

1595

Table 4.8: The set of eight variables needed to fully characterize 4l final state originating from the decay of Z bosons.
All eight variables are used to construct the kinetic discriminant KD.1596

From the set of mentioned variables, a kinematic discriminant, KD is constructed:

KD =

[
1 + c(m4l) ·

PQCD−JJ(~Ω4l+JJ |m4l)

PV BS+V V V (~Ω4l+JJ |m4l)

]

In theabove expression, PV BS+V V V represents the probability, obtained from the MCFM matrix elemets, of an event1597

coming from EWK processes. Similarly, PQCD−JJ is the probability, obtained in the same way, that event originated1598

from the QCD-induced production of the 4l2j final state. ~Ω represents a set of invariant mass and angle variables1599

from the Table 4.8. Finally, c(m4l) is an m4l-dependent constant that is used to bound the distribution in range [0, 1].1600

1601

Figure 4.6 shows a good agreement, in the control region, of the KD distribution between the data and1602

the simulation for all three data-taking periods. Figure 4.7 shows the performance of the variable in discriminating1603

EWK signal from the backgrounds. The EWK signal is visible in the region with large values of KD. The baseline1604

selection was applied. The figure also shows a good agreement between the data and the simulation in the1605

VBS-enriched region.1606
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Figure 4.5: Illustration of angles defined in Table 4.8 used, together with the three invariant masses, to build the
kinematic discriminant KD.
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Figure 4.6: Comparison of data to background and signal estimations, in the control region, for the kinematic
discriminant, KD, in all three data-taking periods. A good agreement between the data and the simulation is
observed.
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Figure 4.7: Comparison of data to background and signal estimations, in the signal region, for the kinematic
discriminant, KD, in all three data-taking periods. Plots shows the performance of the variable in discriminating
between the signal and background distributions. The EWK signal is visible in the region with large values of KD.
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4.5.2 Significance and cross-section measurement1607

The expected and observed significance for the three data-taking periods, as well as the combined significance, was1608

calculated using the "combine" tool. This tool was deigned to provide the user with command-line interface to fit a1609

signal and background models to the data.1610

The previously defined matrix element discriminant, KD, was used to produce a histogram to model each contribution1611

of interest. These histograms, together with event yields of every process, were fed into the combine tool in the form1612

of configuration files called datacards. All histograms were used as a template to perform a maximum likelihood fit to1613

the observed data. This procedure was done for each year separately. The expected distributions for the signal and1614

the irreducible backgrounds were obtained from the MC simulation. The reducible background was estimated from1615

data.1616

In each of the three datacards, the systematic uncertainties from all the sources were specified and treated as1617

nuisance parameters in the fit. The sources of the systematic uncertainties are discussed in section 4.8. In order to1618

constrain the QCD-induced production from the background-dominated region of the KD distribution, the shape and1619

normalization of each contribution were allowed to vary up and down in fit. The signal significance for the integrated1620

luminosity L = 137.1 fb−1 was obtained by combining all three periods. This is done simply in combine by merging1621

the individual datacards and performing a new fit.1622

1623

The EWK and EWK+QCD cross-sections were estimated in the fiducial regions defined in Table 4.9. These were1624

defined very closely to the selection criteria at the reco level. The same fit used to obtain the signal significance was1625

also used to calculate the signal strength, µ, defined as the ratio of the measured cross-section to the SM expectation1626

µ = σ
σSM

.1627

Since the KD spectrum was optimized to separate the EWK signal from the backgrounds, the cross-section for the1628

EWK component was obtained by exploiting the shape of the MELA discriminant. The procedure here was identical1629

to the one used to obtain the EWK signal significance. On the other hand, fits that only use event counts in the1630

three fiducial regions were used to obtain the EWK+QCD cross-section. This is possible because the EWK+QCD1631

determination is, mostly, background-free.1632

1633

The next section will describe an alternative signal extraction approach using boosted decision trees. The1634

results for both approaches are discussed and compared in section 4.9.1635
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Particle type Selection

ZZjj inclusive

Leptons

pT (l1) > 20 GeV

pT (l2) > 10 GeV

pT (l) > 5 GeV

|η(l)| < 2.5

Z and ZZ
60 < mll < 120 GeV

m4l > 180 GeV

Jets

at least 2

pT (j) > 30 GeV

|η(j)| < 4.7

mjj > 100 GeV

∆R(j, l) > 0.4 for each j, l

VBS-enriched (loose)

Leptons same as ZZjj inclusive

Jets

ZZjj inclusive +

|∆ηjj | > 2.4

mjj > 400 GeV

VBS-enriched (tight)

Leptons same as ZZjj inclusive

Jets
all above +

mjj > 1 TeV

1636

Table 4.9: Particle-level selections used to define the fiducial regions for EWK and EWK+QCD cross-sections1637
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4.6 Signal extraction using Boosted Decision Trees1638

4.6.1 A Tool for MultiVariate Analysis (TMVA)1639

The signal extraction discussed in the following sections is based on a multivariate approach. For this, the Toolkit for1640

MultiVariate Analysis (TMVA) was used. TMVA project started in 2005 with goal of building a consistent, feature-rich1641

framework for the multivariate analysis (MVA). It provides a ROOT-integrated [89] environment for processing, parallel1642

evaluation and application of classification and regression techniques. All MVA techniques implemented in the tool1643

are based on supervised learning:1644

• Fisher1645

• Linear description (LD)1646

• Functional description analysis (FDA)1647

• Projective likelihood1648

• Cuts1649

• Probability density estimator—range search (PDE-RS)1650

• Probability density estimator—foam (PDE-foam)1651

• Neuronal network (MLP)1652

• Boosted decision trees (BDT)1653

• Support vector machine (SVM)1654

• Rule ensembles (RuleFit)1655

with each of the techniques implemented in C++/ROOT [90].1656

Apart from the techniques listed above, TMVA offers auxiliary tools such as parameter fitting and various data set1657

transformations. It also provides training, testing and performance evaluation algorithms. Finally, it has implemented1658

a Graphical User Interface (GUI) which enables users to easily obtain desired output plots [56].1659

The TMVA logic for both a classification and a regression problem is as follows1660

1. The data is fed to TMVA via ROOT TTrees or from ASCII file.1661

2. The user defines variables from the input file that will be used during the training and test phase.1662

3. If needed, selection cuts and event weights are defined. At this stage, TMVA gives to the user a convenient1663

way to select desired preprocessing technique (normalisation, decorrelation, principal components analysis or1664

gaussianisation).1665

4. The user chooses to do either classification or regression.1666

5. The desired MVA technique is selected.1667

6. The hyperparemeters are defined for the selected MVA technique.1668

7. The training is initiated on one part of the available data sample followed by the implementation of the training1669

to the unknown set (i.e. the test set)1670
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8. TMVA evaluates the chosen MVA method(s) and produces the result in various formats: Receiver Operating1671

Characteristic (ROC) curve, curve of signal efficiencies and corresponding background rejection rates for1672

each point on the ROC curve, signal significance, signal purity and a classifier distribution for the signal and1673

background. Each value on the classifier distribution (henceforth the cut value) can be used to obtain a pair of1674

(signal efficiency, background rejection) values (henceforth the working point).1675

9. TMVA stores the training result in the form of weights available in the "weight" file1676

10. Saved weight are used for the application of the training on individual signal and background samples1677

In this analysis Boosted Decision Trees (BDT ) classifier was used to extract EWK signal from the backgrounds.1678

4.6.2 Introduction to Boosted Decision Trees1679

A decision tree is a supervised machine learning method that can be used in either classification or regression1680

problems. In this thesis we are interested in labeling each event as either signal or background. Thus, decision trees1681

are used here to solve a classification problem.1682

A decision tree is a data structure that consists of the root node, decision nodes, leaf nodes and branches. By1683

definition, the root node is simultaneously a decision node. Every decision tree is built starting from the root node.1684

From here, the data are split, using some conditions, into different sub-trees. The process is completed when every1685

branch has only leaf nodes. One simple decision tree is shown in Figure 4.8. Some "buzzwords" used in decision1686

trees theory are summarized in Table 4.10.1687

In order to understand how decision trees work, a simple example is prepared. The input data described by only two1688

features, i.e. input variables, is shown in Figure 4.9. Every red ball represents a signal and every blue ball represents1689

a background. A green ball represents a new data that will be classified once the decision tree is trained. It is not1690

used in the forthcoming calculations.1691

The first step in the training of the decision tree is to load all training data in the tree. From here the root node is1692

created. The idea behind every node is to consider all available features and select the one that does the best job in1693

splitting the data into signal and background groups. For example, the data in Figure 4.9 can be split in two ways:1694

1. x ≤ −1 or x > −11695

2. x ≤ −4 or x > −41696

How does the tree decide which of the two lines it should use to split the data? This is done using the Attribute1697

Selection Measure (ASM). The two examples of such tools are1698

• Gini index1699

• Information gain (IG)1700

Both give similar results, so only IG will be described here.1701

The IG is based on the minimization of the entropy obtained after the split. The entropy calculation is based on the1702

information theory:1703

S = −
∑

pi · log(pi)

where pi represents the probability of finding any class within a subgroup. The base of the logarithm can be arbitrarily1704

chosen and is set to 2. In the beginning there are 10 red balls out of 20 balls in total (the green ball is not included in1705
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the training) which gives the probability of selecting a red ball 50 %. The same argument holds for the blue balls.1706

Thus, the entropy in the beginning has the maximal value1707

S = − [0.5 · log(0.5) + 0.5 · log(0.5)] = 1

The entropy of the region defined by x ≤ −1 is then

S = −
[

4

9
· log

(
4

9

)
+

5

9
· log

(
5

9

)]
= 0.99

ROOT NODE

DECISION NODE DECISION NODE

LEAF 
NODE

LEAF 
NODE

LEAF 
NODE

DECISION NODE

LEAF 
NODE

LEAF 
NODE

SU
B-

TR
EE

BRANCH

Figure 4.8: Illustration of the simple decision tree with a basic structure.

structure definition

feature input variable used in the training of the multivariate classifier

decision node
algorithm that splits the data depending on the value of the feature(s). Each decision

node splits the structure and, therefore, creates an additional sub-tree

root node the first decision node from which the decision tree is built

leaf node
ending node of a branch where all the data is classified as either signal or background.

The branching of the tree ends at the leaf node.

branch decision rule which creates a sub-tree.

1708

Table 4.10: Definition of the basic decision tree structures1709
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For the region defined by x > −1 this would be

S = −
[

6

11
· log

(
6

11

)
+

5

11
· log

(
5

11

)]
= 0.99

Now one should calculate the IG from this split:

G = Sparent −
∑

wi · Schild

where the factor wi is the weight defined as the total number of balls in the region of interest divided by the total
number of balls. Thus,

G−1 = 1−
[

9

20
· 0.99 +

11

20
· 0.99

]
= 0.01

For the region defined by x ≤ −4 we have

S = −
[

1

5
· log

(
1

5

)
+

4

5
· log

(
4

5

)]
= 0.72

and for the region defined by x > −4 we have

S = −
[

9

15
· log

(
9

15

)
+

6

15
· log

(
6

15

)]
= 0.97

Thus, the IG for this split is

G−4 = 1−
[

5

20
· 0.72 +

15

20
· 0.97

]
= 0.09

From this it can be seen that splitting the data with line X = −4 results in a larger gain. For this reason the root node1710

will split the data based on the condition x ≤ −4 or x > −4. This is not to say that this is the best splitting option in1711

this example. It was used merely for the demonstration purposes.1712

1713

Although simple, this example describes exactly how decision tree splits the data using the available fea-1714

tures. At every node, the tree will find the best feature using the ASM to split the data until nothing is left but leaves.1715

Before the tree performance is tested on new data, a method of simplifying the tree by means of deleting unnecessary1716

nodes, called pruning, is applied.1717

Next we want to test the performance of our tree by introducing new data (the green ball) and calculating how efficient1718

the tree is in classifying it. The features of the ball will traverse through the entire tree, starting at the root node, until1719

the leaf is reached. When this is done, our green ball will be classified as either a signal or a background.1720



100 CHAPTER 4. SEARCH FOR THE VBS IN THE 4L FINAL STATE USING THE RUN 2 DATA

y

x

x = -1x = -4

Figure 4.9: Illustration of a decision tree with a simple structure.

Boosted decision trees1721

1722

The problem with using just a single decision tree, like in the example above, for doing a classification, or1723

regression for that matter, is that a single decision tree has a tendency to overfit the data. This means that a decision1724

tree is focusing on the noise in the data instead of the general behavior. This results in a poor performance in1725

presence of a new data.1726

This problem is solved by means of boosting. Boosting is a method that relies on using many weak learners,1727

instead of just one strong learner, to perform the task at hand. A weak learner is just a simple decision tree with1728

a small number of leaf nodes. Boosting must not be confused with another method, called bagging, also used to1729

combine several decision trees into one strong learner. The difference between bagging and boosting lies in the1730

way information from many decision trees is combined into the final decision. In algorithms based on bagging,1731

such as random forest algorithm, each tree is independent from the previous tree and the final decision is made by1732

aggregating the predictions from all the trees.1733

The idea behind boosting lies in using the mistake of a previous tree to improve the prediction upon building another1734

tree. Several boosting algorithms are available today, the most famous being AdaBost, Gradient boost and XGboost.1735

Gradient Boosted Decision Tree, henceforth referred to as the BDTG, starts the classification training from some1736

starting prediction. The residuals array, or simply errors array, is built next by calculating the prediction error with1737

respect to each entry in the training set. This is calculated using some loss function. For a classification problem this1738

can be achieved using logarithmic loss function, amongst others. These residuals go into the training of the second1739

decision tree. In this way, the prediction error of the previous decision tree is passed on to the next decision tree. This1740
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process is continued either until the maximum number of decision trees is reached, or there are no improvements1741

from adding additional trees. At each step, the previous tree is modified by the new one. How large modifications are1742

is defined by the parameter called the learning rate. If the learning rate is too small the BDTG algorithm will need a1743

lot of time to converge. On the other hand, a too large learning rate may result in jumping around the minimum of the1744

loss function and never reaching it. Small learning rate can be compensated by increasing the maximum number of1745

the trees to be built. However, one must be careful because increasing the number of available tree also increases1746

the probability of overtraining.1747

4.6.3 Algorithm setup for the signal extraction1748

The EWK signal extraction discussed in this chapter was based on two approaches:1749

1. a BDT classifier with gradient boosting (BDTG) that uses the first seven variables from the Table 4.7. Per-1750

formance of these variables on separating the VBS contribution was presented in the previous study in this1751

channel using 2016 data [64]. This approach is referred to as the BDT71752

2. a BDTG classifier that uses all variables from the Table 4.7. This is referred to as the BDT28 and it was used to1753

check the signal significane gain when using additional variables.1754

Regardless of the approach used, the setup for the classifier training was the same.1755

The first step was to prepare the data to be inserted into the TMVA tool for the training of the classifier. For this, the1756

baseline selection was applied and the data was stored in root files. Together with the data passing the baseline1757

selection, weights were stored as well for each event. These incorporate L1 prefiring probability as well as the MC1758

and PU weights, trigger efficiency, luminosity, cross-section, scale factors and K-factors for the qqZZ and ggZZ1759

backgrunds. All weights were applied independently of the year with an exception of luminosity and L1 prefiring1760

weights.1761

1762

BDT classifier training1763

1764

The EWK signal was trained only against the qqZZ background. Since the kinematics of the ggZZ events1765

is rather similar to that of the qqZZ events, the gain of using it in the training would not be significant. Other1766

backgrounds used in the analysis are minor and were not used in the training neither. While using available1767

background samples in the training would increase separation slightly, at the same time, it would reduce robustness1768

of the model. The result of the training, however, was applied to all samples.1769

The available signal and background data were equally split in the training set and the test set used to check the1770

performance of the classifier on new data. The training and test samples were weighted, as previously discussed, in1771

order to account for the difference in the distribution shapes between the different contributions. The hyperparameters1772

used in the training are summarized in Table 4.11. It was checked that the training is stable under changes of1773

hyperparameters.1774

After the training is completed, TMVA stores the result in "weight" files that is used to apply the training on the EWK1775

signal and qqZZ, ggZZ, tt̄Z + V V Z and Z+X backgrounds. For each contribution, every event, correctly weighted, is1776

passed through the BDT and it’s BDT score is evaluated. This is used to produce a stacked BDT response histogram1777

as shown in Figure 4.10. This is shown, for BDT7 and for the 2016 data, as an illustration here. The plot also shows1778

the observed data together with the Data/MC on the bottom showing the level of agreement between the data and MC.1779

1780
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parameter value parameter meaning

NTrees 1000 number of trees

MinNodeSize 2.5 minimum percentage of training events required in a leaf node

Shrinkage 0.1 learning rate

nCuts 20 number of grid points used in finding optimal cut in node splitting

maxDepth 2 maximum allowed depth of the decision tree

1781

Table 4.11: Hyperparameters used in the training of the BDT7 and BDT28 classifiers.1782
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Figure 4.10: Top: BDT output distribution for each contribution, along with data, after BDT7 training for the 2016
period. Each expected contribution is stacked on top of the previous one starting with the Z+X sample. Bottom:
comparison between data and MC expectation.

As a final step, the expected and the observed signal significance is calculated. This is done using the "combine" tool1783

which performs a maximum likelihood fit to the data. The expected significance is calculated by assuming an Asimov1784

data set on top of the prediction. Distribution shapes and event yields for each contribution, together with systematic1785

uncertainties, are provided in a file called the datacard. The systematic uncertainties are discussed in section 4.8.1786

The "combine" tool also provides the user with an option to exclude systematic uncertainties when performing the fit.1787



4.6. SIGNAL EXTRACTION USING BOOSTED DECISION TREES 103

4.6.4 Signal extraction using the BDT71788

The distributions of input variables in the training of the BDT7 classifier are shown for the 2016 data-taking periods1789

in Figure 4.11. The same distributions are shown in Figure 4.12 and Figure 4.11 for the 2017 and 2018 periods,1790

respectively.1791
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Figure 4.11: BDT input distributions for the EWK signal (in blue) and the qqZZ background (in red) to the BDT7
training for the 2016 period. [plot will be updated]
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Figure 4.12: BDT input distributions for the EWK signal (in blue) and the QCD qq background (in red) to the BDT7
training for the 2017 period. [plot will be updated]
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Figure 4.13: BDT input distributions for the EWK signal (in blue) and the QCD qq background (in red) to the BDT7
training for the 2018 period. [plot will be updated]

The BDT7 output distributions for the training and test samples together with the signal and background efficiency,1792

purity and significance, for all three periods, are shown in Figures 4.14 - 4.16. Finally, Figure 4.17 shows the BDT1793
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response distribution for all three data-taking periods, and for the three periods combined, where each contribution is1794

stacked on the previous ones. The agreement between data and the MC prediction is within the uncertainties, which1795

are large in the right tail of the distribution due to limited statistics in that region.1796
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Figure 4.14: The BDT output distribution, together with the overtraining check, for the 2016 BDT7 training.
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Figure 4.15: The BDT output distribution, together with the overtraining check, for the 2017 BDT7 training.
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Figure 4.16: The BDT output distribution, together with the overtraining check, for the 2018 BDT7 training.
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Figure 4.17: BDT output distribution for each contribution after the BDT7 training for the 2016 (top-lef), 2017 (top-right)
and 2018 (bottom-left) period together with the period-combined distribution (bottom-right). Each contribution is
stacked on top of the previous one starting with the Z+X sample. Bottom: comparison between data and MC
expectation.

4.6.5 Signal extraction using the BDT281797

Input variables used in the training of the BDT28 classifier are shown for 2016 data-taking periods in Figure 4.18.1798

The same distributions are shown in Figure 4.19 and Figure 4.20 for the 2017 and 2018 periods respectively.1799

Looking at new variables introduced to the BDT28 training one can notice a great separation power of variables1800

y(j1), y(j2), η(j1) and η(j2). However, these are correlated with the ∆ηjj variable already present in the BDT7. The1801
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same is true for the other jet variables as well. Variables pT (Z1) and pT (Z2) also show good separation power,1802

but are correlated to m4l and RhardpT . For these reasons, one would not expect to gain a lot in terms of the BDT281803

performance with respect to the BDT7.1804
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Figure 4.18: BDT input distributions for the EWK signal (in blue) and the qqZZ background (in red) to the BDT28
training for 2016 period. [plot will be updated]
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Figure 4.19: BDT input distributions for the EWK signal (in blue) and the qqZZ background (in red) to the BDT28
training for 2017 period. [plot will be updated]
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Figure 4.20: BDT input distributions for the EWK signal (in blue) and the qqZZ background (in red) to the BDT28
training for 2018 period. [plot will be updated]

The BDT28 output distributions for the training and test samples together with the signal and background efficiency,1805

purity and significance, for all three periods, are shown in Figures 4.21 - 4.23. Finally, Figure 4.24 shows the BDT1806

response distribution for all three data-taking periods, and for the three periods combined, where each contribution is1807

stacked on the previous ones. The agreement between data and the MC prediction is within the uncertainties.1808
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Figure 4.21: The BDT output distribution, together with the overtraining check, for the 2016 BDT28 training.
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Figure 4.22: The BDT output distribution, together with the overtraining check, for the 2017 BDT28 training.
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Figure 4.23: The BDT output distribution, together with the overtraining check, for the 2018 BDT28 training.
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Figure 4.24: BDT output distribution for each contribution after the BDT28 training for the 2016 (top-lef), 2017 (top-
right) and 2018 (bottom-left) period together with the period-combined distribution (bottom-right). Each contribution
is stacked on top of the previous one starting with the Z+X sample. Bottom: comparison between data and MC
expectation.
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4.7 Setting limits on anomalous quartic gauge couplings1809

Limits on anomalous quartic gauge couplings (aQGCs) are derived in the effective field theory framework where the
8-dimensional operators originate from the covariant derivatives of the Higgs doublet and the charged and neutral
field strength tensors.The latter generates eight independent operators which correspond to the couplings of the
transverse degrees of freedom, Ti, of the gauge fields [85].
The ZZjj channel exploited in this analysis is particularly sensitive to the neutral-current operators T8 and T9 as well
as the charged-current operators T0, T1 and T2 [14] which enhance the production cross-section at large values of
mZZ .
Limits on the aQGC parameters fTi , corresponding to the Wilson coefficients of the operators, are derived based on
the m4l distribution following the previous analysis of the anomalous couplings in this channel [64]. The reason for
choosing the m4l distribution lies in the fact that the m4l is Lorentz invariant and thus less sensitive to the higher-order
corrections. This is crucial since the effect is dominant in the far tail of the distribution.

A dedicated MG sample was produced for the aQGC analysis:

generate p p > z z j j QED = 4 QCD = 0 NP = 1

The reweighting functionality of the MG5 was used to obtain the expected distributions for different values of the
couplings without needing to produce additional samples. The method uses event weights, wnew, to reweigh the
nominal event sample to the alternative hypotheses of the coupling strength:

wnew = wold ·
|Mnew|2

|Mold|2

where Mnew and Mold are matrix element with the modified coupling strength and the nominal matrix element1810

respectively. The ratio of the aQGC to SM yields was calculated for several discrete coupling values and then fit with1811

a quadratic function. The result is a semi-analytic description of the expected mZZ distribution for every bin as a1812

function of the aQGC couplings. This is shown for the operator T8 in Figure 4.25 for the last four bins of the m4l1813

distribution. The overflow is included in the last bin. It can be seen that the effect on yields is rising towards the tail1814

of the distribution. The same plots, corresponding to the last bin of the m4l distribution for the T0, T1, T2 and T91815

operators, are shown in Figure 4.26.1816

1817

Figure 4.27 shows the expected m4l distribution for the SM, with post-fit normalizations, and the expected1818

distribution for one aQGC scenario, as well as the observed distribution. The fit was performed in the same way as1819

for the EWK signal significance calculation, i.e., using the "combine" tool. The test statistic is the log likelihood ratio1820

with all systematic uncertainties profiled as nuisance parameters.1821

The 95% confidence level (CL) intervals were determined using the Wilk’s theorem assuming that the likelihood1822

approaches the χ2-distribution with one degree of freedom.1823

The expected limits were obtained using the pre-fit yields for the background and the EWK signal. The observed1824

limits for the combined data set, setting the other coupling to zero, were obtained using the post-fit yields for the1825

background and the signal expectations.1826

Finally, the unitarity limits were calculated using both the VBFNLO package [91] and a theoretical approach as1827

suggested recently [92].1828
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Figure 4.25: Yield ratios for a few values of the operator couplings, fT8/Λ
4, obtained from the reweighing and the

fitted quadratic interpolation for the most relevant mass bins used in the statistical analysis.
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Figure 4.26: Yield ratios for a few values of the operator couplings obtained from the reweighing and the fitted
quadratic interpolation for each of the mass bins used in the statistical analysis. The last bin of the m4l distribution is
shown for the fT0/Λ

4 (top left), fT1/Λ
4 (top right), fT2/Λ

4 (bottom left) and fT9/Λ
4 (bottom right) operators.
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Figure 4.27: Postfit distributions of the four-lepton invariant mass for events sattisfying the ZZjj inclusive selection.
Points represent the data, filled histograms the fitted signal and background contributions, and the gray band the
uncertainties derived from the fit covariance matrix. As an example, the expected distribution for fT9/Λ

4 = 2 TeV −4

is also shown.
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4.8 Systematic uncertainties1829

Regardless of the signal extraction method used, the MELA discriminant, or the BDTs discussed in section 4.6, the1830

same set of systematic uncertainties is applied. QCD scale and PDF uncertainties are originating from the incomplete1831

theoretical description of the underlying physics. The rest described bellow come from imperfect description of the1832

detector effects or simulation.1833

1834

When calculating the cross-section of the desired process, one can find that, sometimes, it can’t be explic-1835

itly done due to the divergences that appear. The nature of such infinities can be twofold:1836

1. ultraviolet (UV) divergences which arise due to the large momentum transfers in loop of Feynman diagrams1837

representing the process amplitude1838

2. infrared (IR) divergences that can arise either because massless particle radiates another massless particle or1839

because a virtual or real particle reaches zero momentum1840

In order to solve the UV divergences, the renormalization scale, µR, is introduced. Consequently, the running1841

coupling constant, αs, becomes a function of parameter µR.1842

If the IR divergences appear because of a massless particle being radiated by another massless particle, they can1843

be cured by introducing a factorization scale, µF . Consequently, the parton distribution functions (PDFs) and the1844

fragmentation functions, which defines the evolution of the collision fragments, become a function of µF [93].1845

QCD scale uncertainties are estimated using the common procedure of varying the normalization and factorization1846

scales up and down by a factor two (excluding the extreme cases) with respect to the nominal value. Unlike for the1847

EWK signal where the uncertainty is shape-dependent, a constant uncertainty, between 9% and 14%, is used for1848

qqZZ and ggZZ backgrounds.1849

1850

Uncertainties related to the choice of the PDFs and the strong coupling constant αs are evaluated from1851

the variations of the respective eigenvalues set [74]. Although different PDFs were used for different data-taking1852

periods, the associated uncertainties are very similar. A constant uncertainty, between 3.3% and 6.6%, was used for1853

different samples [68,85].1854

1855

The uncertainty in the LHC integrated luminosity is taken from [94] and is 2.3-2.5%. Since the correlated1856

component amongst years is small, and because the overall effect of systematic uncertainties in the measurements1857

is also small, the uncertainty in the luminosity between the years is assumed to be uncorrelated.1858

1859

The uncertainty in the data-driven reducible background estimate is dominated by the statistical uncertain-1860

ties because of the limited number of events in the control regions and ranges from 33% to 45% depending on the1861

final state.1862

1863

Processes estimated from the simulation are limited by the statistics of the MC sample. This is taken as a1864

source of the shape-dependent, year-uncorrelated systematic uncertainty. For the cut-and-count analyses (i.e.1865

calculation of the EWK and EWK+QCD cross-sections, and a derivation of the limits on the aQGCs) integrated1866

uncertainties of the MC sample were used, while for the template analysis (i.e. signal extraction using MELA) the1867

autoMCstats feature of the "combine" tool was used to obtain the shape-dependent uncertainty profile. For the1868

calculation of limits on aQGCs, the uncertainties were enlarged because the sensitivity comes from the high-mZZ1869

bins only.1870
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1871

Uncertainties coming from the trigger and lepton reconstruction and selection range from 2.5% to 9% de-1872

pending on the final state and those coming from the PU reweighting range between 0.2% and 2.7% depending on1873

the sample and year [95].1874

1875

The jet energy scale (JES) uncertainty ranges from 4.9 - 11.4% for the QCD qqZZ background and 0.7% -1876

1.2% for the EWK signal. The jet energy resolution (JER) ranges from 2.2% - 6.3% and 0.2% - 0.4% for QCD qqZZ1877

background and EWK signal respectively [20].1878

1879

L1 prefiring weight variations range from 0.6% to 3.0% depending on the sample.1880

1881

Systematic uncertainties are summarized in Table 4.12.1882

Systematic source qqZZ ggZZ VBS Z+X Shape Years correlated

QCD scales [%] 10 - 12 9 - 14 6 - + +

PDF + αs [%] 3.2 5 6.6 - +

Lepton trigger, reco, sel. [%] 2.5 - 9 2.5 - 9 2.5 - 9 - +

L1 prefiring [%] 0.6 - 1.0 0.6 1.8 - 3.0 - +

Luminosity [%] 2.3 - 2.5 2.3 - 2.5 2.3 - 2.5 -

JES [%] 4.9 - 11.4 3.6 - 10.2 0.7 - 1.2 - +

JER [%] 2.2 - 6.3 1.0 - 2.2 0.2 - 0.4 -

MC samples [%]
2.5-4.2
(11-28)

3.2
(17-22)

� 1 -
+

Pileup [%] 0.2 - 2.6 0.4 - 2.7 0.3 - 1.7 -

Reducible background [%] - - - 33 - 45

1883

Table 4.12: Systematic uncertainties on the signal and background yields. Minor backgrounds, for which the
systematics is dominated by the MC sample size (19% - 24%), are not shown. The numbers in parentheses refer to
the uncertainties used in the derivation of limits on aQGCs.1884
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4.9 Results1885

Table 4.13 shows the expected and observed event yields for the ZZjj inclusive selection as well as the two VBS-1886

enriched regions. A very good agreement between the predicted and measured event yields is reported for all1887

data-taking periods.1888

Measured cross-sections and the corresponding SM predictions in the three fiducial regions obtained using the1889

MELA discriminant for both EWK and EWK+QCD are summarized in Table 4.14. The same table shows the1890

measured and expected EWK signal strength. Total uncertainty is quoted for all the measurements with statistical only1891

separated in parentheses. SM predictions were extracted from the generated events in the MC samples used in the1892

analysis including the K-factors where applicable. For the EWK ZZjj inclusive region, in addition to the higher-order1893

calculations at NLO in QCD [96, 97] and theoretical predictions at LO in QCD, NLO EWK corrections [98] were1894

included. Uncertainties in all all SM predictions come from variations of the factorization and renormalization scales.1895

PDF + αs variation uncertainties are summed in quadrature, except from the prediction from [98].1896

1897

Year
EWK
signal

Z+X qq̄ → ZZjj gg → ZZjj tt̄Z + V V Z Tot. predict. Data

ZZjj inclusive

2016 (35.9 fb−1) 6.3± 0.07 2.8± 1.1 65.6± 9.5 13.5± 2.0 8.4± 2.2 96± 13 95

2017 (41.5 fb−1) 7.4± 0.8 2.4± 0.9 77.7± 11.2 20.3± 3.0 9.6± 2.5 117± 15 111

2018 (59.7 fb−1) 10.4± 1.1 4.1± 1.6 98.1± 14.2 29.1± 4.3 14.2± 3.8 156± 20 159

All (137.1 fb−1) 24.1± 2.5 9.4± 3.6 241.5± 34.9 62.9± 9.3 32.2± 8.5 370± 48 365

VBS signal-enriched (loose)

2016 (35.9 fb−1) 4.2± 0.4 0.4± 0.2 9.7± 1.4 3.2± 0.5 1.1± 0.3 18.7± 2.3 21

2017 (41.5 fb−1) 4.9± 0.5 0.5± 0.2 13.5± 1.9 5.5± 0.8 1.2± 0.3 25.5± 3.1 17

2018 (59.7 fb−1) 6.9± 0.7 0.8± 0.3 14.9± 2.2 8.3± 1.2 1.7± 0.5 32.6± 3.9 30

All (137.1 fb−1) 16.0± 1.7 1.6± 0.6 38.1± 5.5 17.0± 2.5 4.1± 1.1 76.8± 9.3 68

VBS signal-enriched (tight)

2016 (35.9 fb−1) 2.4± 0.3 0.10±0.04 1.3± 0.2 0.7± 0.1 0.24± 0.06 4.8± 0.5 4

2017 (41.5 fb−1) 2.7± 0.3 0.05±0.02 1.9± 0.3 1.2± 0.2 0.14± 0.04 6.0± 0.7 3

2018 (59.7 fb−1) 3.9± 0.4 0.17±0.06 2.0± 0.3 1.5± 0.2 0.30± 0.08 7.8± 0.9 10

All (137.1 fb−1) 9.0± 1.0 0.32±0.12 5.3± 0.8 3.3± 0.5 0.68± 0.18 18.6± 2.1 17

1898

Table 4.13: Predicted signal and background yields with total uncertainties, and the observed number of events for
the ZZjj inclusive selection as well as the VBS loose and tight signal-enriched selections. Integrated luminosities per
data set are reported in parentheses.1899
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1900

SM σ [fb] Measured σ [fb] µexp µobs

ZZjj inclusive

EWK

LO: 0.275± 0.021th.

NLO QCD: 0.278± 0.017th.

NLO EWK: 0.242+0.015th.
−0.013th.

0.33
+0.11 (+0.04)
−0.10 (−0.03) 1.00

+0.43 (+0.39)
−0.36 (−0.34) 1.21+0.47

−0.40

EWK+QCD 5.35± 0.51th. 5.29
+0.31 (+0.46)
−0.30 (−0.46) 1.00

+0.13 (+0.06)
−0.12 (−0.06) 0.99+0.13

−0.12

VBS signal-enriched (loose)

EWK
LO: 0.186± 0.015th.

NLO QCD: 0.197± 0.013th.
0.200

+0.078 (+0.023)
−0.067 (−0.013) 1.00

+0.45 (+0.40)
−0.38 (−0.35) 1.08+0.47

−0.38

EWK+QCD 1.21± 0.09th. 1.00
+0.12 (+0.06)
−0.11 (−0.05) 1.00

+0.16 (+0.13)
−0.15 (−0.12) 0.83+0.15

−0.13

VBS signal-enriched (tight)

EWK
LO: 0.104± 0.008th.

NLO QCD: 0.108± 0.007th.
0.09

+0.04 (+0.02)
−0.03 (−0.02) 1.00

+0.52 (+0.50)
−0.44 (−0.41) 0.87+0.48

−0.39

EWK+QCD 0.221± 0.014th. 0.20
+0.05 (+0.02)
−0.04 (−0.02) 1.00

+0.42 (+0.40)
−0.34 (−0.32) 0.92+0.39

−0.32

1901

Table 4.14: SM cross-sections in the three fiducial regions together with the fitted value of the signal strength. Total
uncertainty is quoted for all measurements with the statistical only contribution in parentheses. The theory uncertainty
for the expected SM cross-section is also quoted. For the EWK ZZjj inclusive region, NLO EWK corrections are
quoted in addition to the higher-order calculations at NLO in QCD and theoretical predictions at LO in QCD.1902

The significance of the EWK signal using the MELA classifier was obtained by calculating the probability of the1903

background-only hypothesis (p-value) as the tail integral of the test statistic evaluated at µEWK = 0 under the1904

asymptotic approximation [99]. The background-only hypothesis was excluded with 4.0 σ (3.5 σ expected).1905

1906

The expected significance using the two BDTs was calculated for the separated data-taking periods as1907

well as for the combined period. The results are summarized in Table 4.15. An expected significance of 3.9 σ (stat.1908

only) and 3.8 σ (stat. + sys.) is reported for the combined period using the BDT7. The value of 3.8 σ obtained using1909

the BDT7 classifier is comparable to the MELA result. Similar performance of the BDT7 and MELA is also confirmed1910

by comparing the ROC curves in Figure 4.28.1911

1912

In order to asses the potentioal gain of using 28 variables in the BDT training, the EWK signal significance was1913

calculated for the BDT28 as well. For the BDT28, an expected significance of 4.0 σ (stat. only) and 3.9 σ (stat. +1914

sys.) is reported for the combined period. A small increase in sensitivity is obtained at the expense of a loss of model1915

robustness. This shows that the BDT7 is capable of capturing and exploiting the kinematical difference between1916

signal and background without a need of additional variables.1917

The observed signal significance for the three periods, as well as for the combined period, for the BDT7 and BDT281918

is also reported in Table 4.15. An upward fluctuation in the data can be seen from the bottom right plots in Figure1919

4.17 and Figure 4.24. This is reflected in the increase of observed signal significance for the combined period in both1920

BDT7 and BDT28.1921

1922

Possible gain in sensitivity was also looked for by using for the training events that passed the VBS loose1923

selection instead of the ZZjj baseline. This was done for the 2016 data-taking period with the BDT7 training and a1924

negligible increase (< 0.4%) in the signal sensitivity was observed while, at the same time, loosing some signal1925
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events.1926

Year Exp. significance [σ] Obs. significance [σ]

BDT7

2016 (35.9 fb−1) 2.07 (2.12) 4.08 (4.05)

2017 (41.5 fb−1) 2.8 (2.14) 1.79 (1.69)

2017 (59.7 fb−1) 2.44 (2.53) 2.90 (3.12)

All (137.1 fb−1) 3.77 (3.93) 5.09 (5.19)

BDT28

2016 (35.9 fb−1) 2.13 (2.18) 3.24 (3.29)

2017 (41.5 fb−1) 2.14 (2.20) 2.02 (1.91)

2017 (59.7 fb−1) 2.46 (2.55) 2.85 (3.08)

All (137.1 fb−1) 3.85 (4.01) 4.69 (4.81)

1927

Table 4.15: Expected and observed EWK signal significance for the three data-taking periods as well as the combined
period. Both results for the BDT7 and BDT28 are reported. Result with only statistical uncertainties are shown in the
parentheses.1928

The expected and observed lower and upper 95% CL limits on the couplings of the charged-current operators T0, T11929

and T2 as well as of the neutral-current operators T8 and T9 are shown in Table 4.16. Results with only statistical1930

uncertainties included are shown in parentheses. The unitarity limits obtained using both the VBFNLO package and1931

the approach suggested in the recent publication [92] are also shown. These were the most stringent limits, at the1932

time, on the neutral-current operators T8 and T9. A recent study by CMS collaboration in the Zγ channel provided1933

even further improvements on these measurements [100].1934

Figure 4.28: Performance of the BDT7 compared to the MELA using the ROC curve and area under curve (AUC).
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Coupling Exp. lower Exp. upper Obs. lower Obs. upper
Unit. limit
(VBFNLO)

Unit. limit
(Eboli)

fT0/Λ
4 -0.37 0.35 -0.24 0.22 2.9 2.4

fT1
/Λ4 -0.49 0.49 -0.31 0.31 2.7 2.6

fT2
/Λ4 -0.98 0.95 -0.63 0.59 2.8 2.5

fT8/Λ
4 -0.68 0.68 -0.43 0.43 1.8 1.8

fT9
/Λ4 -1.46 1.46 -0.92 0.92 1.8 1.8

1935

Table 4.16: Observed and expected lower and upper 95 % CL limits on the coupling of the quartic tensor operators
T0, T1 and T2 as well as the neutral-current operators T8 and T9. The unitarity limits are also reported. All couplings
are expressed in TeV −4 while the unitarity limits are expressed in TeV . Results are obtained using the postfit
distributions.1936
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4.10 Summary1937

A search for VBS in the qq → ZZ → 4ljj channel using CMS data from the full Run 2 was presented in this chapter.1938

Because of the fully reconstructable final state, this channel is amongst the most sensitive for the extraction of the1939

longitudinal component of the ZZ scattering, thus providing a better insight into the scalar sector of the Standard1940

Model. Since the channel is sensitive to the neutral-current operators, it enables to probe into the anomalous quartic1941

gauge coupling phenomena and provides a tool for the exploration of physics the beyond the SM.1942

In order to provide the best possible description of signal and background processes, a special care was given to1943

the MC simulations. This is especially true for the QCD loop-induced background which was simulated using MG51944

with up to two hadronic jets modeled at the matrix element and matched to parton shower using the MLM matching1945

scheme for the first time.1946

1947

The Matrix Element Likelihood Approach (MELA) discriminant was used to calculate the EWK and EWK+QCD1948

cross-sections in three fiducial regions defined to be as close as possible to the reco-level selection. The1949

measurements were done using the MELA distribution as a base for a maximum likelihood fit to the observed1950

data and a cut-and-count approach for the EWK and EWK+QCD cross-section measurements, respectively. The1951

Electroweak (EWK) signal strength measurement in the three regions was reported as well.1952

The EWK signal was measured with background-only hypothesis rejected with significance of 4.0 (3.5 expected)1953

standard deviations.1954

1955

A Boosted Decision Tree (BDT) classifier was used as an alternative signal extraction method in order to1956

gauge possible gain in the sensitivity, with respect to MELA. The nominal BDT classifier used seven input variables to1957

extract the EWK signal from the main QCD-induced background and is referred to as the BDT7. An additional BDT1958

was built using the a of 28 variables, referred to as the BDT28, in order to asses possible gain when using a larger1959

set of variables.1960

The shape of the BDT classifier was used as the template for the maximum likelihood fit. The background-only1961

hypothesis was rejected using the BDT7 with significance of 3.77 (expected) standard deviations for the combined1962

data-taking period. This can be compared to the significance of 3.5 standard deviations obtained using MELA. It1963

shows that MELA is able to capture the full kinematics of the event and a small gain in the significance (< 6%) was1964

not deemed enough to change the methodology. Observed EWK signal significance of 5.1 standard deviations using1965

the BDT7 is reported.1966

The observed (expected) significance using BDT28 was found to be 4.69 (3.85) standard deviations. This shows only1967

a marginal gain in sensitivity (≈ 2%) was achieved compared to BDT7.1968

1969

The expected and observed lower and upper 95% CL limits on the anomalous quartic gauge couplings for1970

the charged-current operators T0, T1 and T2 as well as the neutral-current operators T8 and T9 are also reported.1971

The limits obtained for the neutral-current operators T8 and T9 and discussed in this chapter were the tightest bounds1972

available for these couplings at a time.1973
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Chapter 51974

Prospective studies for the High-Lumi and1975

the High-Energy LHC1976

5.1 Preface to the chapter1977

The previous chapter showed that the Run 2 data have opened the door for the measurement of the VBS processes1978

with two Z bosons accompanied by the two jets coming from EWK vertices. However, the measurement of the1979

individual vector boson polarizations remains out of reach because of the low cross-section of these processes. At1980

the same time, it is the longitudinal polarization of vector bosons that is directly connected to the EWSB and the1981

Higgs mechanism. In 2018, I did a study, using the 13 TeV LHC data [101], to project the measurement sensitivity of1982

the longitudinal polarization of the Z bosons for the HL- and HE-LHC conditions. This was done by simply scaling the1983

measured yields with luminosity and cross-section expected at future LHC conditions. This provided a motivation1984

to simulate a detailed kinematics at 14 and 27 TeV and do a more in-depth analysis. This analysis is presented in here.1985

1986

In the beginning sections, the reader will familiarize himself with the MC simulations of the signal and1987

background processes that were prepared for this analysis. Event selection is defined in section 5.3. Additionally, I1988

studied the effect of extended acceptance for electrons that is foreseen for the detector upgrade at HL-LHC phase1989

that will introduce the High Granular Calorimeter Nose in front of HF (referred to as the HF nose). [will be discussed1990

in chapter 2]. Since no additional treatment for the HF nose upgrade was needed in the analysis, it is only referred to1991

in the last section when results are discussed.1992

Section 5.4.1 will describe the lepton-jet cleaning algorithm that I designed in order to remove lepton duplicates from1993

the jet collection. Origin and the effect of these on the analysis are also discussed.1994

I studied the effect of parton showers and PU on the selection of the leading and the subleading jets. This is1995

presented in sections 5.4.2 and 5.4.3.1996

In order to maximise the signal sensitivity measurement, I designed two signal extraction algorithms: the1997

combined-background BDT and the 2D BDT. This will be covered in section 5.6.1.1998

Next, the kinematics for the signal and the background processes and the application of the signal extraction1999

techniques on 14 TeV and 27 TeV samples will be shown.2000

Results are presented in section 5.7 followed by the summary of the key points discussed in the chapter.2001

129
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5.2 Simulations of the signal and backgrounds2002

The first step in the analysis is the simulation of the hard processes of interest. This was done with Mad-2003

Graph5_aMC@NLO (henceforth MG5) package for all EWK processes and irreducible QCD pp→ ZZ background.2004

For the gluon loop-induced QCD background this was done using the MCFM (Monte Carlo for FeMtobarn processes)2005

tool. MG5 is a fully automated and publicly available framework born from merging features of MadGraph5 and2006

aMC@NLO tools. The framework is capable of computing tree-level as well as one-loop amplitudes for arbitrary2007

processes. Below the surface, MG5 is a meta-code tool written in Python that utilizes Python, C++ and Fortran to2008

simulate the desired process. In essence, a user defines a theory model and a set of process-independent building2009

blocks. Subsequent steps are done by the tool automatically [102].2010

MCFM is a parton-level integrator tool developed by Fermilab that allows the calculation of any infra-red finite quantity2011

up to NLO in αs. The event generation in MCFM is done with the help of the general-purpose integration algorithm2012

VEGAS. The integration routine consists of producing several iterations of sets of events and a grid optimization after2013

each iteration for faster convergence. Currently, more than 300 processes are included in the tool [103–107].2014

The next step in MC simulation is the parton showering and hadronization of the outgoing particles and the simulation2015

of the detector effects. The former is done using the PYTHIA8 framework and the later using the DELPHES tool.2016

PYTHIA8 is a standalone tool used to generate events in the high-energy collisions. However, in this analysis, it has2017

been used in conjoncture with MG5 through the usage of Les Houches Event (LHEF) files [108]. This is a standard2018

file format used in high energy physics to store process and event information obtained from event generators. The2019

matrix element calculation is done by MG5, and the output is stored in the standard LHEF format. This is then used2020

by PYTHIA to simulate the parton showering and hadronization [109].2021

Beforementioned MG5 and PYTHIA8 tools deal with the event production based on purely theoretical considerations.2022

However, to do a proper analysis, one cannot dismiss the importance of the interaction between matter and radiation2023

with the detector. Whenever such analysis requires a high level of accuracy, these interactions are simulated using2024

the GEANT4 package. It is important to note that, although this tool provides the most sophisticated simulation of the2025

detector effects, it is also very complex and time consuming. For this analysis such level of precision is not required.2026

Thus, detector effects were simulated using the DELPHES tool which was designed by the LHC collaborations to be2027

two to three orders of magnitude faster than GEANT4. This is done by propagating particles emerging from hard2028

processes to the calorimeters in the uniform magnetic field parallel to the beam direction. The energies and momenta2029

of long-lived particles are smeared to match the detector response. To take into account the CMS measurement2030

efficiencies in different η regions, an efficiency parametrization from the full detector simulation is used. All these2031

effects are stored in configuration files that must be forwarded to Delphes at runtime. Standard configuration files2032

used by the CMS collaboration were used for generation of all processes. CMS_PhaseII_0PU_v02.tcl was used for 02033

PU, while CMS_PhaseII_200PU_v03.tcl was used for 200 PU samples.2034

In Delphes, it is assumed that electrons and photons leave all their energy in the electromagnetic calorimeter (ECAL)2035

and forward calorimeters (FCAL). At the same time, neutral and charged hadrons leave all their energy in the hadron2036

calorimeter (HCAL) and FCAL. Finally, the sharing of particle energy between two or more neighboring cells, in case2037

the particle hits a cell near its edge, is not implemented.2038

Electrons and muons are identified in Delphes with no fake rates. For both, the efficiency is exactly zero outside the2039

tracker acceptance. Both final electrons and final muons are obtained by smearing their 4-momentum.2040

In the analysis, the final states are dominated by jets. As such, it is important to identify them correctly. It is2041

possible in Delphes to produce jets by starting from different collections. These can be generated jets, calorimeter2042

jets or particle-flow jets. Generated jets are obtained by clustering generator-level (henceforth gen level) particles2043

after parton shower and hadronization. Calorimeter jets are reconstructed by using calorimeter towers which are2044

overlayed collections of cells from ECAL and HCAL. Energy-flow jets are obtained by combining the information from2045
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particle-flow tracks and particle-flow towers. Particle-flow tracks are reconstructed tracks from the ECAL and HCAL2046

originating from the charged hadrons.2047

At last, there are six different jet clustering algorithms in Delphes that can be used to reconstruct jets: CDF jet clusters,2048

CDF MidPoint, Seedless Infrared Safe Cone, Longitudinally invariant kt jet, Cambridge/Aachen jet and Anti-kt jet2049

algorithm. In this analysis the Anti-kt jet algorithm was used [110,111]. In simple terms, the Anti-kt algorithm can be2050

understood as the following. One can assume that within an event there is a number of well-separated hard particles2051

with transverse momenta kt1, kt2, kt3... and many soft particles. If there are no other hard particles closer than 2R2052

around a given hard particle, then all soft particles in circle of radius R will be clustered together with the hard particle2053

resulting in a perfect conical jet. If there are two hard particles with distance R < dij < 2R between them, then there2054

will be two hard jets. If kt1 � kt2 then only jet 1 will be conical since the second jet will miss part that overlaps with2055

the first jet. If kt1 = kt2 than neither of the jets will be conical with the overlapping part being equally divided between2056

the two [112].2057

5.2.1 Simulations of the EWK signal2058

In this analysis, the signal is the purely electroweak production of the two longitudinally polarized, leptonically
decaying Z bosons accompanied by two hadronic jets originating from electroweak vertices. In the rest of the text,
this process will be referred to as simply LL. It was simulated at the LO by explicitly requiring that the number of QCD
vertices be zero:

generate pp > z{0}z{0}jj QCD = 0, z > l + l−

Samples for both HL-LHC and HE-LHC configurations were simulated by requiring 7 TeV and 13.5 TeV beam energy2059

respectively.2060

Important parameter to be set is the parton distribution function (PDF). A PDF is defined as the probability of finding2061

a parton within a proton with a given fraction of the total proton energy. In the MC simulation of the signal, cteq6l12062

PDF set was used [113].2063

In addition, 10 GeV and 3 GeV cuts were imposed on the pT of the jets and leptons respectively. Cut on pseudo-2064

rapidity for both jets and leptons have been left open to enable a study of the effect of the future hadronic nose2065

(henceforth HF nose) upgrade on the measurement sensitivity. Finally, a cut of 100 GeV is imposed on the di-jet2066

system mass to suppress the tri-boson contribution. Samples with and without parton showering were simulated at2067

both 14 TeV and 27 TeV to check the effect of parton showering on the tagging jets. In addition, zero PU samples2068

were produced to check the effect of PU. In the end, 200 PU samples with parton showering included were used to2069

obtain the signal significance.2070

5.2.2 Simulations of the EWK backgrounds2071

The EWK background in this analysis is the purely EWK production of the two leptonically decaying Z bosons2072

accompanied by two hadronic jets originating from electroweak vertices where at least one Z boson has transverse2073

polarization. These processes will be referred to as LT and TT in the following chapters.2074

generate pp > z{0}z{T}jj QCD = 0, z > l + l − (LT and TL polarisation)

and2075

generate pp > z{0}z{T}jj QCD = 0, z > l + l − (TT polarisation)

Generator level cuts are identical to those used in the signal simulations. The cross-sections of EWK samples used2076

in the analysis are given in Table 5.12077
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EWK LL
14 TeV

EWK LT
14 TeV

EWK TT
14 TeV

EWK LL
27 TeV

EWK LT
27 TeV

EWK TT
27 TeV

σ[fb] 0.033 0.189 0.317 0.115 0.669 1.142

2078

Table 5.1: Cross-sections for all EWK processes after the gen level at HL-LHC and HE-LHC.2079

From the table one can see that the LL contribution is only ≈ 6% of the total at 14 TeV which is also the case at 272080

TeV. The cross-section of each contribution rises by a factor ≈ 3.5 when going from 14 TeV to 27 TeV.2081

Examples of Feynman diagrams showing the EWK production of two Z bosons and 2 hadronic jets can be seen2082

in Figure 5.1. Figure also shows interference diagram with the Higgs boson which ensures the unitarization of the2083

theory.

Figure 5.1: Example diagrams for the EWK production of two jets and two Z bosons decaying leptonically. The
interference of the bottom-right diagram featuring the Higgs boson exchange with the processes depicted in the top
row ensures the unitarization of the theory. [to Claude: discuss comment in anotated document]

2084
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5.2.3 Simulations of the QCD backgrounds2085

The dominant background for this analysis is QCD-induced pp→ ZZ process with up to 2 [to Claude: why comment2086

"at least" in annotated doc?] extra parton emissions coming from the QCD vertices. This is an irreducible background2087

since the final state is identical to that coming from the signal process. Henceforth, the main QCD background will be2088

referred to as qq background.2089

As for the EWK processes, the qq background was simulated at HL- and HE-LHC conditions with zero PU as well as2090

200 PU and with the parton showering included as well as without it. In addition, 1,2-jet samples were simulated at2091

LO and 1-jet sample was simulated at the NLO. All the samples were simulated with MG5 with the following syntax:2092

generate pp > zzj QCD = 1 QED = 2, z > l + l − (1j@LO)

generate pp > zzjj QCD = 2 QED = 2, z > l + l − (2j@LO)

generate pp > zz > l + l − l + l − j [QCD] (1j@NLO)

The same set of generator level cuts was used for the LO samples. The jet pT was set to 10 GeV, while jet η was set2093

to 5. For the leptons, the pT cut was set to 3 GeV, while η was left opened. The di-jet mass of the 2j@LO sample was2094

set to 100 GeV. For the 1j@NLO sample the jet pT cut was set to 15 GeV. Other cuts were later defined at the reco2095

level.2096

The LO samples were used to assess the effect of PU on the leading and the subleading jets in case of single jet and2097

two jets produced at ME. The 1j@NLO sample with parton shower included is the nominal sample and was used in2098

the analysis. To simulate the 1j@NLO sample without the parton shower, one must specify this in the main Delphes2099

configuration file:2100

PartonLevel : ISR = off

PartonLevel : FSR = off

Like for the EWK samples, cteq6l1 PDF was used for the LO samples. For the NLO sample, NN23NLO PDF was used.2101

2102

Finally, there is also a gluon loop-induced ZZ production simulated at LO and hence denoted gg background. Although2103

it contributes only at around 10% level with respect to the main background, it is nevertheless included to obtain better2104

projections of the signal sensitivity. It is simulated at both HL- and HE-LHC conditions using the MCFM package. To2105

simulate a desired process in MCFM, one must define a process number in the configuration card. This was set2106

to 132 which corresponds to a LO production of the gg → ZZ processes with 4 leptons in the final state. In order2107

to faster simulate a gg contribution, only 2e2µ final state was included, therefore omitting the 4e and 4µ final states.2108

Effectively, only half of the phase space is simulated this way which is reflected in the event counts. To counter this,2109

expected event counts are doubled before performing a multivariate analysis. For this process, NN2.3NL PDF set2110

was used. In the previous chapter, the state-of-the-art gg simulation was used. This was not done here since that2111

level of precision was not needed.2112

Examples of the QCD background diagrams are shown in Figure 5.2. The cross-sections from the QCD samples2113

used in the analysis are given in Table 5.2. At 14 (27) TeV, the cross-section of the qq background is ≈ 14 (≈ 11)2114

times larger than the gg cross-section. The increase in cross-section when moving to 27 TeV is more pronounced in2115

the gg background (≈ 3 times) than in the gg background (2.3 times).2116
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Figure 5.2: Example diagrams of the QCD induced production of two Z bosons in the fully leptonic decay channel.
The left figure shows the irreducible background with 2 jets in the final state. The right figure shows loop-induced
production of the gg background.

QCD qq
14 TeV

QCD gg
14 TeV

QCD qq
27 TeV

QCD gg
27 TeV

σ[fb] 49.6 3.57 116 10.9

2117

Table 5.2: Cross-sections from the QCD qq 1j@NLO and QCD gg@LO samples for HL-LHC and HE-LHC energies.2118
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5.3 Event selection2119

The ZZ → 4l2j channel is a good candidate for the study of EWSB mechanism due to the clean final state that can2120

be fully reconstructed. For this reason, it is also a great fit for studying the scattering of longitudinal vector bosons.2121

However, a small cross-section of the LL, compared to background, process makes it challenging to measure. In2122

order to suppress the background as effectively as possible, a set of efficient selection criteria has to be put in place.2123

This was done in several steps:2124

1. In the analysis we require isolated objects. In the Delphes framework an object, such as an electron or a muon,2125

is said to be isolated if the activity in a cone of radius R around the lepton direction is small enough. This is2126

precisely defined with the variable I as2127

I =

∑∆R(i)<R, pT (i)>pminT

i 6=P pT (i)

pT (P )

where the nominator sums over the pT of all particles that are in the cone around the particle of interest, P ,2128

and the denominator is the pT of the particle P . Values of I > Imin indicate that the particle is isolated. The2129

parameters R, pminT and Imin are set to 0.5, 0.1 GeV and 0.1 respectively.2130

For isolated electrons (muons) , the pT is required to be above 7 (5) GeV, while the |η| is required to be less2131

than 3 (2.8). Additionally, the extended acceptance for electrons was considered for which the |η| acceptance2132

for electrons was increased to 4.2133

2134

2. With both HL- and HE-LHC conditions, PU is expected to affect the analyses and the CMS collaboration has2135

been working on a number of algorithms to mitigate its effects. One such technique, the charged-hadron2136

subtraction (CHS), was designed to remove charged particles coming from pileup vertices from the2137

reconstructed objects and was used to treat leptons in this analysis. This method is not efficient enough when2138

the PU contributions come from neutral hadrons. For this reason, a new PU mitigation approach, the pileup2139

per particle identification (PUPPI), was devised. This technique was built on top of the CHS algorithm, and it2140

estimates the probability that the neutral particle comes from the PU. It then scales the energy of such particles2141

based on the calculated probability [114]. PUPPI algorithm was used to reduce the effect of PU on jets.2142

In this analysis, cuts were set to 25 GeV for the jet pT and 4.7 for the jet |η|2143

2144

3. Final state leptons are coming from the decay of Z bosons. Each Z boson candidate is reconstructed from a2145

pair of oppositely charged electrons or muons with a dilepton mass in the window 60 GeV < mll < 120 GeV .2146

Each event is required to have a pair of non-overlapping Z bosons where the leading Z boson is chosen as the2147

one with the highest pT .2148

2149

This set of requirements is referred to as the ZZ selection. For the analysis, two regions of interest are defined by2150

additional selections:2151

• a baseline selection is built on top of the ZZ selection by requiring the mjj > 100GeV .2152

• a VBS selection is defined by requiring mjj > 400GeV and |∆ηjj | > 2.42153

A summary of the selection criteria used in the analysis is shown in Table 5.32154
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lepton candidates
peT > 7GeV pµT > 5GeV

|η|e < 3 (4) |η|µ < 2.8

jet candidates
at least two jets in the event with

pT > 25 GeV |η| < 4.7

ZZ selection

lepton pair (e+e− or µ+µ−) with 60 GeV < mll < 120 GeV

pair of non-overlapping Z bosons

Z1 defined as the one with the highest pT

Z2 defined as the one with the next-to-highest pT

baseline selection ZZ selection + mjj > 100GeV

VBS selection ZZ selection + mjj > 400GeV + |∆ηjj | > 2.4

2155

Table 5.3: Summary of the selection criteria used in the analysis. The number in parentheses for electron pT is
referring to the extended acceptance for electrons.2156

The efficiencies, defined for each contribution as the number of events passing the selection over the number of2157

generated events, after the ZZ selection, baseline selection and VBS selection are reported in Table 5.4.2158

ZZ selection Baseline selection VBS selection

14 TeV 27 TeV 14 TeV 27 TeV 14 TeV 27 TeV

ZLZL efficiency [%] 51.5 44.2 44.3 38.4 30.3 27.5

ZLZT efficiency [%] 53.9 47.2 47.8 42.5 31.1 29.8

ZTZT efficiency [%] 59.0 52.6 52.6 47.8 32.7 32.3

qq efficiency [%] 44.9 36.6 9.80 11.1 1.40 1.90

gg efficiency [%] 42.1 40.9 13.7 16.7 3.50 4.80

2159

Table 5.4: Signal and background efficiencies for the ZZ selection, baseline selection and VBS selection.2160

The table is discussed in section 5.5 where distributions for the different polarizations as well as for the qq and gg2161

backgrounds are shown.2162

2163

2164

[I chose not to comment on the reasons why the numbers in the table are what they are. If I want to back up my2165

claims, I have to show distributions. I believe having some plots showing kinematics here and then again some plots2166

showing kinematics 2 sections later would be less nicer and would result in a forest of plots all around the place. In2167

this way I tell reader that I will actually discuss this table later and then show all the kinematic distribution in one place2168

and discuss it there.]2169

2170

2171
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5.4 Cleaning of lepton-jets and effect of parton showering and pileup on2172

the leading and subleading jets2173

5.4.1 Lepton-jet cleaning2174

The signal events in this analysis are characterized by two hadronic jets with high pseudo-rapidity gap between them.2175

It is thus imperative to build the analysis that will be as effective as possible in identifying such jets.2176

However, it was found that Delphes populates the jet collection with objects previously reconstructed as leptons2177

and stored in the lepton collections. If untreated, this will lead to double counting of objects in an event and2178

wrong interpretation of analysis results. Leptons that are found in the jet collection will be referred to as the lepton-jets.2179

2180

When comparing the η spectrum of leptons and two leading jets, one would expect to see clearly distinc-2181

tive distributions. However, the top two rows in Figure 5.3 show that the η spectrum of leptons and jets is similar. In2182

addition, one would expect a large pseudo-rapidity gap between the tagging jets in the signal sample which is not the2183

case as can be seen on the bottom plot. This points to the lepton contamination of the jet collection used in the2184

analysis. To check this, events were examined before the baseline selection. Example of one such event is given in2185

Table 5.5. Along four leptons, this event has five jets. However, it can be seen that e1 and j1 are the same object2186

stored once in the electron collection and once in the jet collection. The same is true for e2 and j3 and µ1 and j2. By2187

looking in the LHEF file, it can be confirmed that these are the same final state particles. The small discrepancy2188

in the kinematics seen in Table 5.5 comes from the smearing of energy and momentum in Delphes. The detector2189

response is different for leptons and jets and thus the applied smearing is also different.2190

2191

One major issue with lepton-jets is that analysis is sensitive to kinematic distributions and this information2192

is used to extract the signal. In addition, event selection requires at least two jets in the event with a pT of at least 252193

GeV and a dijet mass of at least 100 GeV. When lepton-jets are removed from the event discussed in Table 5.5, the2194

event does not pass the selection. Therefore, without removing lepton-jets, the final event counts will be wrong.2195

Finally, if the lepton is wrongly identified as a jet, a softer jet candidate coming from PU will have a lower probability of2196

becoming a leading or subleading jet and thus the effect of PU will be underestimated.2197

2198

Several lepton-jet cleaning algorithms were tested before the most efficient one was found:2199

1. Loop over each object in the jet collection.2200

2. For each jet, loop over every object in the electron collection. Calculate the distance, ∆Rjl, between the lepton2201

and the jet.2202

3. Remove the jet closest to electron if ∆Rjl < 0.12203

4. Apply steps 1-3 also for objects in the muon collection.2204

The performance of the lepton-jet cleaning algorithm was thoroughly checked by going through dozens of events2205

one-by-one and checking whether the algorithm removed fake jets while leaving others untouched. Next, all important2206

kinematic variables were plotted to make sure that lepton-jets were removed. The same set of kinematic variables2207

shown in 5.3 is shown in Figure 5.4 after applying lepton-jet cleaning algorithm. The distributions show the expected2208

difference between the lepton and the jet kinematics, as well as the expected pseudo-rapidity separation between the2209

tagging jets.2210
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Figure 5.3: Top row: pseudo-rapidity spectrum of leptons. Middle row: pseudo-rapidity spectrum of the two leading
jets. Bottom: pseudo-rapidity difference between the two leading jets. Distributions for signal sample are shown,
obtained before implementing the lepton-jet cleaning algorithm. Samples are simulated at 14 TeV c.o.m. energy and
the baseline selection was applied.

e1 e2 µ1 µ2 j1 j2 j3 j4 j5

pT [GeV] 121.7 20.6 81.7 14.9 125 85 20.6 18.6 16.8

η -0.43 -0.29 -0.80 1.29 -0.42 -0.80 -0.29 2.52 -1.64

φ 2.99 0.63 -0.31 -0.91 2.98 -0.32 0.63 -1.39 1.37

2211

Table 5.5: An example of values of the two jet kinematic variables in single event before the baseline selection.2212
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Figure 5.4: Top row: pseudo-rapidity spectrum of leptons. Middle row: pseudo-rapidity spectrum of the two leading
jets. Bottom: pseudo-rapidity difference between the two leading jets. Distributions for signal sample are shown,
obtained after implementing the lepton-jet cleaning algorithm. Samples are simulated at 14 TeV c.o.m. energy with
the baseline selection applied.
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5.4.2 Effect of parton showering on the leading and subleading jets2213

The parton showering is introduced via initial state radiation (ISR) and final state radiation (FSR) simulations which2214

are modelled with differential equations that give the probability of emitting radiation as the parton shower evolves2215

with time. For the FSR, this is done by replacing a mother particle with two daughter particles at each branching.2216

Contrary to the FSR where the parton shower evolves forwards in physical time, the ISR is simulated by starting from2217

a hard scattering partons and successively reconstructing prior branchings in rising sequence of parton energies. In2218

other words, the ISR evolution is modelled backwards in physical time [109,115].2219

This section shows the effects of parton showering on the choice of the leading and the subleading jets. For this,2220

zero-PU (henceforth PU0) samples were used so to prevent from mixing the effects of PU and parton showers. The2221

effect is shown for the VBS signal and the main QCD background. The study was done in several steps:2222

1. Run Delphes twice to obtain2223

• sample with parton showering switched off (henceforth no-showering sample)2224

• sample with parton showering switched on (henceforth showering sample)2225

2. record events that pass the baseline selection in the showering sample.2226

3. record events from the non-showering sample that were also recorded in the step 2. This ensures that the2227

same events are being compared.2228

4. Compare the two leading jets from the step 2 to the two leading jets from the step 3 and check2229

• how often only the leading jet was changed by the parton showering2230

• how often only the subleading jet was changed by the parton showering2231

• how often either of the two jets were changed by the parton showering2232

• how often both the leading and the subleading jets were changed by the parton showering2233

• if the leading and the subleading jets simply swapped places, or a new jet was intoduced2234

The primary effect of parton showering is the increase of jet multiplicity within the event. This is shown in Figure2235

5.5 that compares the number of jets within the same events for non-showering and showering samples of the VBS2236

signal and the main QCD background.
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Figure 5.5: The effect of parton showering on the number of jets within the same event for the LL signal (left) and the
qq background (right).

2237
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In addition, parton showering can change leading (subleading) jet. The leading (subleading) jet is said to be changed2238

by parton showering if its distance, ∆R, to the leading (subleading) jet after parton showering is greater than 0.5.2239

This is illustrated in Fig. 5.6. In the first case, both the leading jet (blue marble) and the subleading jet (red marble)2240

remained the same after parton showering. In the second case, the parton showering caused the leading jet to2241

be replaced by a new jet (green marble). In the third case, the parton showering caused the subleading to jet be2242

replaced by a new jet (green marble). The fourth case depicts two possible scenarios in which both leading jets are2243

changed by parton showering. In the first scenario, the two jets simply swapped places. However, in the second2244

scenario, both leading jets have been replaced by new jets.2245

before parton shower after parton shower

case 1
leading jet

sub-leading jet

case 2
leading jet

sub-leading jet

case 3
leading jet

sub-leading jet

case 4
leading jet

sub-leading jet

Figure 5.6: An illustration of the effect of parton showering on the two leading jets in an event. Parton showering can
either simply swap the two leading jets, or it can introduce a new jet (green marble).

This effect is summarized for the VBS signal and the main QCD background in Table 5.6. In 1.5 % (0.8 %) events2246

parton showering caused the leading jet in the signal (main background) sample to be replaced by a new jet coming2247

from parton showers. This happened to the subleading jet in 16 % (29 %) events. On the other hand, in 23 % (212248

%) of events parton showering changed both leading jets! However, in 69 % (56 %) of those events the two jets2249

were simply swapped. Either of the two jets were changed in 40 % (51 %) events. The results indicate that parton2250

showering significantly affects the selection of the leading and the subleading jets.2251

2252

VBS signal QCD qq

jets changed [%] jet replaced jets changed [%] jet replaced

1.5 only first 0.8 only first

16 only second 29 only second

23 both 21 both

40 any 51 any

2253

Table 5.6: The left-hand side of the table shows how often jets coming from parton showers interchange or replace
tagging jets. The right-hand side of the table shows the same for the leading jets of the main QCD background.2254
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Comparing the cross-section weighted event counts for VBS processes after the baseline selection for the non-2255

showering and showering samples in Table 5.7 one can see that, for the VBS signal, the difference is bellow 102256

%. The effect of parton showers on the VBS background is similar. To further show that parton showering is under2257

control, a set of lepton and jet plots for VBS signal is shown on Figure 5.7.2258

number of cross-section weighted events after the baseline selection

non-showering samples showering sample

LL 2.56 2.79

LT 6.90 7.38

TT 13.8 14.6

2259

Table 5.7: Number of cross-section weighted events for the VBS processes after the baseline selection at 14 TeV.
Both non-showering and showering samples were produced from the same gen level output so that the effect of
parton showering can be isolated and quantified.2260

5.4.3 Effect of pileup on the leading and subleading jets2261

In 2018, LHC has reported a mean PU of 32 at 13 TeV c.o.m. energy. This number is expected to be around 200 for2262

the HL-LHC at 14 TeV. PU makes physical analyses more difficult by adding a large background noise and, therefore,2263

must be treated carefully. The study of PU effects was also done in several steps:2264

1. Run Delphes twice to obtain2265

• sample without pileup (henceforth PU0 sample)2266

• sample with 200 pileup (henceforth PU200 sample)2267

2. record events that pass the baseline selection in PU200 sample.2268

3. record events from the PU0 sample that were also recorded in step 2. This ensures that the same events are2269

being compared.2270

4. Compare the two leading jets from the step 2 to the two leading jets from the step 3 and check2271

• how often only the leading jet was changed by PU2272

• how often only the subleading jet was changed by PU2273

• how often either of the two jets were changed by PU2274

• how often both the leading and the subleading jets were changed by PU2275

• if the leading and the subleading jets simply swapped places, or a new jet was introduced2276

As for the previous study, the leading (subleading) jet is said to be changed by PU if its distance, ∆R, to the leading2277

(subleading) jet after PU is greater than 0.5.2278

Table 5.8 summarizes the effect of PU on the leading and the subleading jets for the VBS signal and the qq2279

background. In 0.3 % (1.1 %) events PU caused the leading jet in the signal (main background) sample to be2280

replaced by a new jet coming from PU. This happened to the subleading jet in 9 % (15 %) events. In 11 % (12 %) of2281

events PU changed both leading jets! However, in 81 % (67 %) of those events, the two jets were simply swapped.2282
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Figure 5.7: Lepton and jet kinematic distributions for the non-showering and showering samples after the baseline
selection at 14 TeV. Distributions for the VBS signal are shown.

Either jet was changed in 20 % (29 %) of events. This result is especially significant for the VBS signal where the2283

tagging jets are replaced by the PU jets in around 10 % events. Although this effect is not extreme, it is sizeable.2284

2285

2286
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VBS signal QCD qq

jets changed [%] which jet replaced jets changed [%] which jet replaced

0.3 only first 1.1 only first

9 only second 15 only second

11 both 12 both

20 any 29 any

2287

Table 5.8: The left-hand side of the table shows how often jets coming from PU interchange or replace tagging jets.
The right-hand side of the table shows the same for the leading jets of the main QCD background. Both samples are
simulated with parton showers included.2288

Another interesting PU feature can be seen by looking at the jet η distribution for the LL signal and the qq background2289

shown on Figure 5.8. The left-hand side plots show the pseudo-rapidity and the pseudo-rapidity separation between2290

the two tagging jets in the signal sample, while the right-hand side plots show the same distributions for the two2291

leading jets in the background sample. The effect of PU on the shape of jet distributions is especially pronounced in2292

the qq sample.2293

Distributions of both the leading and the subleading jets show two horns in 3 < |η| < 4 region. The low statistics2294

of the 1j@NLO PU0 sample makes this harder to see. For this reason, the right-hand side distributions are also2295

shown in Figure 5.9 using the 1j@LO high-statistics sample. This feature is more pronounced in the η distribution of2296

the subleading jets of the background samples compared to the signal sample because the subleading jet in the2297

background sample is generally softer then the second tagging jet of the signal sample and is more affected by PU.2298

One can recall from the previous chapter that horns were observed, in both data and the simulation, in the 20172299

data-taking period and it was traced back to the noisy crystals. Here, the PU represents the noise in the analysis that2300

causes horns to appear. Importantly, it was shown that these horns have a small impact on the analysis.2301
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Figure 5.8: The left-hand side plots shows the effect of pileup on the pseudo-rapidity for the two tagging jets in the LL
signal samples as well as the pseudo-rapidity gap between them. The right-hand side shows the same distributions
for the QCD qq1j@NLO background. All samples were produced at 14 TeV with parton showers included in the
simulations.



146 CHAPTER 5. PROSPECTIVE STUDIES FOR THE HIGH-LUMI AND THE HIGH-ENERGY LHC

6− 4− 2− 0 2 4 6
)

1
(jη

0

0.02

0.04

0.06

0.08

0.1

a.
u.

qqZZ 1j@LO PU0

qqZZ 1j@LO PU200

6− 4− 2− 0 2 4 6
)

2
(jη

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

a.
u.

qqZZ 1j@LO PU0

qqZZ 1j@LO PU200

8− 6− 4− 2− 0 2 4 6

jj
η∆

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

a.
u.

qqZZ 1j@LO PU0

qqZZ 1j@LO PU200

Figure 5.9: The effect of PU on the pseudo-rapidity for the two tagging jets in the QCD qq1j@LO samples as well as
the pseudo-rapidity gap between them. Distributions are shown as a supplement for the right-hand plots of the Figure
5.8 since the LO samples were produced with higher statistics. All samples are produced at 14 TeV c.o.m. energy
with parton showers included in the simulations.



5.5. KINEMATICS AT 14 AND 27 TEV 147

5.5 Kinematics at 14 and 27 TeV2302

It was shown in section 5.3 (see Table 5.4) that the QCD background is more affected by the ZZ selection than the2303

VBS contributions. This is mainly due to the requirements on the jets which have harder pT spectrum for the latter.2304

This is shown on Fig. 5.10. The same figure shows the η distribution of the two leading jets for all contributions. It2305

can be seen that the tagging jets in the LL signal have somewhat softer pT spectrum and are more forward than the2306

LT and TT backgrounds.2307

The two leading jets in the VBS samples have a harder mjj spectrum compared to the leading jets in the qq and2308

gg samples. This is reflected in the large drop in efficiency for the QCD samples after the baseline selection2309

(mjj > 100 GeV ). This is shown in the top row of Fig. 5.11.2310

Finally, the VBS selection exploits the fact that the leading jets in the VBS samples have larger pseudo-rapidity2311

separation compared to the leading jets of the qq and gg samples. This is shown in the bottom row of Fig.5.11.2312

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

1
(j

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

a.
u.

EWK LL

EWK LT

EWK TT

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

1
(j

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09
a.

u.
QCD qq

QCD gg

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

2
(j

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

a.
u.

EWK LL

EWK LT

EWK TT

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

2
(j

T
p

0

0.05

0.1

0.15

0.2

0.25

a.
u.

QCD qq

QCD gg

6− 4− 2− 0 2 4 6
)

1
(jη

0

0.01

0.02

0.03

0.04

0.05

0.06

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6
)

1
(jη

0

0.02

0.04

0.06

0.08

0.1

a.
u.

QCD qq

QCD gg



148 CHAPTER 5. PROSPECTIVE STUDIES FOR THE HIGH-LUMI AND THE HIGH-ENERGY LHC

6− 4− 2− 0 2 4 6
)

2
(jη

0

0.01

0.02

0.03

0.04

0.05

0.06

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6
)

2
(jη

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

a.
u.

QCD qq

QCD gg

Figure 5.10: Transverse momentum and pseudo-rapidity of the leading jets for the VBS (left) and QCD (right)
processes at 14 TeV. The baseline selection was applied.
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Figure 5.11: Dijet mass and pseudo-rapidity separation for the VBS (left) and QCD (right) processes at 14 TeV. The
baseline selection was applied.

The same set of distributions is shown in Figs. 5.12 and 5.13 for 27 TeV. A bigger loss in the efficiency for the VBS2313

contributions at 27 TeV comes mostly from the jet kinematics that shows harder mjj spectrum with more forward jets2314

at 27 TeV compared to 14 TeV.2315

All distributions at 14 and 27 TeV, along with 14 and 27 TeV distributions overlaid for easier comparison, are shown in2316

Appendix B.2317
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Figure 5.12: Transverse momentum and pseudo-rapidity of the leading jets for the VBS (left) and QCD (right)
processes at 27 TeV. The baseline selection was applied.
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Figure 5.13: Dijet mass and pseudo-rapidity separation for the VBS (left) and QCD (right) processes at 27 TeV. The
baseline selection was applied.

The emphasis of this chapter is on the extraction of the longitudinal polarization from the LT and TT polarizations2318

and from the QCD backgrounds. The set of variables used to extract the LL signal is summarized in Table 5.9.2319

The first seven variables were shown in the previous chapter to separate well the VBS contribution from the QCD.2320

2321

Along with pT and η of the two Z bosons, variables θ∗(Zi), defined as a decay angle between the nega-2322

tively charged lepton in the Zi rest frame with respect and the momentum direction of the Zi in the laboratory frame,2323

were found to separate well the LL signal from the LT and TT backgrounds. Angles θ∗(Zi) are illustrated in Fig. 5.14.2324

Fig. 5.15 shows the distribution of the last six variables from Table 5.9 used to separate LL signal from the LT and2325

TT backgrounds. It can be shown [116] that, when calculating decay rates, the matrix elements for transverse and2326

longitudinal polarizations of vector bosons are2327

|M−|2 ≈ (1 + cosθ∗)2 |M+|2 ≈ (1− cosθ∗)2 |ML| ≈ sin2θ∗

where |M−| and |M+| correspond to the left and right helicity states of the transverse polarization, respectively. From2328

here, one would expect a very different angular distribution for transverse and longitudinal polarizations. This is2329

exactly shown in the bottom row of Fig. 5.15.2330

As a consequence, the pT spectrum of the longitudinally polarized Z bosons is softer than the pT spectrum of the2331

transversely polarized Z bosons and the longitudinal component is produced at larger η values.2332

The same set of plots for 27 TeV is shown in Fig. 5.162333
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2334

variable definition

mjj invariant mass of the two leading jets

∆ηjj pseudo-rapidity separation between the two leading jets

m4l invariant mass of the ZZ pair

η∗(Z1)
η direction of the Z1 relative to the leading jets:

η∗(Z1) = η(Z1)− η(j1)+η(j2)
2

η∗(Z2)
η direction of the Z2 relative to the leading jets:

η∗(Z2) = η(Z2)− η(j1)+η(j2)
2

RhardpT

module of the transverse component of the vector sum of the two leading jets and four leptons
in the event normalized to the scalar pT sum of the same objects

RhardpT =
|(
∑
i=4l, 2j

~Vi)transverse|∑
4l, 2j pT (i)

RjetpT

module of the transverse component of the vector sum of the two leading jets and four leptons
in the event normalized to the scalar pT sum of the same objects

RjetpT =
|(
∑
i=2j

~Vi)transverse|∑
2j pT (i)

pT (Z1) transverse momentum of the Z1

η(Z1) pseudo-rapidity of the Z1

pT (Z2) transverse momentum of the Z2

η(Z2) pseudo-rapidity of the Z2

cosθ∗(Z1)
decay angle between the negatively charged lepton in the Z1 rest frame with respect and the

momentum direction of the Z1 in the laboratory frame

cosθ∗(Z2)
decay angle between the negatively charged lepton in the Z2 rest frame with respect and the

momentum direction of the Z2 in the laboratory frame

2335

Table 5.9: Set of 13 variables used to separate the LL signal from the LT and TT polarizations and from the QCD
backgrounds.2336

Figure 5.14: An illustration of angles θ∗(Z1) and θ∗(Z2) defined in Table 5.9
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Figure 5.15: Distributions of the six variables from Table 5.9 used to extract the LL signal from LT and TT backgrounds.
Plots for 14 TeV are shown, and the baseline selection was applied.
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Figure 5.16: Distributions of the six variables from Table 5.9 used to extract the LL signal from LT and TT backgrounds.
Plots for 27 TeV are shown, and the baseline selection was applied.
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5.6 Signal extraction using a BDT and signal significance measurements2337

5.6.1 The combined-background BDT and the 2D BDT methods for signal extraction2338

Because of the low cross-section of the LL signal, it is important to devise a signal extraction method that will keep2339

as much signal events as possible while maximally reducing the background. Unfortunately, none of the signal2340

distributions alone is discriminating enough to accomplish such a task. For this reason, a more complex method must2341

be used. Two such methods were studied in order to obtain the maximum signal sensitivity:2342

1. Combined-background BDT2343

• Train the BDT classifier on the events that pass the baseline selection to discriminate the LL signal from2344

the mixture of all backgrounds2345

2. 2D BDT2346

• QCD BDT: Train the BDT classifier on the events that pass the baseline selection to discriminate the LL2347

signal from the qq background.2348

• VBS BDT: Train the BDT classifier on the events that pass the baseline selection to discriminate the LL2349

signal from the mixture of LT and TT backgrounds.2350

Regardless of the method used, the same set of 13 variables shown in Table 5.9 was used to train the BDT. For both2351

methods, the gradient boosting was used with the hyperparameters listed in Table 5.10.2352

parameter value parameter meaning

NTrees 1000 number of trees in the forest

MinNodeSize 2.5 minimum percentage of training events required in a leaf node

Shrinkage 0.1 learning rate

nCuts 20 number of grid points used in finding optimal cut in node splitting

maxDepth 2 maximum allowed depth of the decision tree

2353

Table 5.10: Hyperparameters used in the BDT training for the combined-background BDT and the 2D BDT at both 14
TeV and 27 TeV.2354

The combined-background BDT2355

2356

In the combined-background BDT method, the first step, after selecting the appropriate set of variables2357

and hyperparameters, is to properly weight each contribution. Failing to do so would result in the suboptimal2358

performance of the BDT which is sensitive to the shape of the input distributions. The weights used in the training are2359

shown in Table 5.11.2360

EWK LL weight EWK LT weight EWK TT weight QCD qq weight

14 TeV 0.000661 0.003799 0.006376 1

27 TeV 0.000988 0.005726 0.0097774 1

2361
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Table 5.11: Weights used when filling the training and test trees in the combined-background BDT and the 2D BDT.
The weights are obtained by dividing each sample’s cross-section by the cross-section of the qq sample.2362

Although different, the kinematics of the loop-induced background is close to that of the main QCD background. In2363

addition, the gg simulation used in this analysis is not state-of-the-art and using it in the BDT training at this stage2364

would not gain much. For these reasons, the gg kinematics was not used in any training in this analysis. However,2365

the result of the BDT training is always applied on the gg sample which is included in the calculation of the signal2366

significance. Thus, in the combined-background BDT approach, the properly weighted LL signal is trained against2367

the weighted mixture of the VBS backgrounds and the main QCD background.2368

2369

For the demonstration purposes, an example of the BDT output distribution for the combined-background2370

BDT is shown in Figure 5.17. There is no sign of overtraining. To find the WP that maximizes the significance, S/
√
B,2371

the cut values on the BDT output distribution that give the signal efficiencies in the range [10 %, 70 %] are calculated.2372

Then, for the given signal efficiency, the efficiency of each background is calculated followed by the calculation of the2373

signal significance.2374
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Figure 5.17: An example of the BDT output distribution of the training and test samples for the combined-background
BDT approach.

The 2D BDT2375

2376

The procedure of LL signal extraction with the 2D BDT method is illustrated in Fig. 5.18.2377

Both the QCD BDT and the VBS BDT are trained in parallel on the same set of events that passed the baseline2378

selection (reffered to as the "original samples" in the rest of this section). The same set of weights, as used in the2379

combined-baackground BDT, was also used here. For the demonstration purposes, an example of the BDT output2380
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distributions obtained after training the QCD BDT and the VBS BDT is shown in Figure 5.19.2381

2382

2383

baseline selection
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LL signal efficiency
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Figure 5.18: Illustration of the 2D BDT signal extraction approach. Blue color marks data sets obtained after the
baseline selection, as well as any operation applied on them. Red color marks new data sets obtained after applying
the QCD BDT training, as well as any operation applied on them.
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Figure 5.19: An example of the BDT output distributions of the training and test samples for the 2D BDT approach.
The left-hand side plot top row shows the result of the QCD BDT training. The right-hand side plot shows the result of
the VBS BDT training.
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The cut value on the QCD BDT output distribution is chosen so that 10% signal efficiency is obtained. The training of2384

the QCD BDT is now applied on the original samples from which one calculates the efficiency of each background2385

contribution. The efficiencies of the signal and each of the backgrounds after the QCD BDT are used later.2386

At the same time, the BDT score is calculated for each event in the original samples. If the BDT score is greater than2387

the cut value, an event is stored in a new sample (red discs in the illustration).2388

2389

In parallel, the cut values on the VBS BDT output distribution are chosen so that signal efficiencies in2390

range [10 %, 70 %] are obtained. For the sake of clarity, let’s consider only a single cut value. This cut value is used2391

to calculate the signal and background efficiencies, after the VBS BDT, in the new samples (red discs in the illustration).2392

2393

To obtain the expected yields after the QCD BDT and the VBS BDT training, one applies both QCD BDT2394

and VBS BDT efficiencies to the expected yields after the baseline selection. Now one can calculate the signal2395

significance as S√
B

. This procedure is repeated for other cut values in the VBS BDT output distribution2396

2397

Finally, one will now choose several other cut values on the QCD BDT output distribution and repeat ev-2398

erything. This results in an array of VBS BDT signal and background efficiencies for each cut value in the QCD BDT2399

output distribution, hence the name 2D BDT.2400

Because of the large cross-section of the QCD background, the WP for the QCD BDT must be chosen such that it2401

heavily suppresses the QCD contribution. The VBS QCD will further reduce the QCD contribution, but at the expense2402

of also reducing the LL signal.2403

5.6.2 Signal extraction and significance measurements at 14 TeV2404

Table 5.12 shows the number of generated events for all VBS and QCD process included in the analysis. For all2405

contributions, the unweighted number of generated events is reported. In addition, for the VBS processes and the2406

qq background, number of events, weighted by the process cross-section, is quoted as well. The events in the2407

gg production are not weighted by the cross-section but by unity. Very few events, less than 0.3 %, have weight2408

larger than 1. This is due to the setup of the computation grids where a balance between the precision and the time2409

consumption was required. Such events have been rejected in the analysis and thus the unweighted number of2410

events is slightly larger than the weighted number of events.2411

2412

The expected number of events for the VBS and QCD qq contributions at luminosity L, expressed in inverse2413

femtobarns, was calculated using the formula below:2414

N
L[fb−1]
expected =

Nselection
weighted

Ngenerated
unweighted

· 1000 · L

The expected number of events for the VBS and QCD gg contributions at the luminosity L, expressed in inverse2415

femtobarns, was calculated using the formula below:2416

N
L[fb−1]
expected = 2 · σgen ·

Nselection
weighted

Ngenerated
weighted

· L ,

where the σgen is the cross-section of the generated sample expressed in femtobarns. The factor 2 amortizes the2417

fact that only 2e2µ final state was simulated for the gg contribution, thus neglecting the 4e and 4µ final states and2418

therefore also neglecting half of the available phase space.2419
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VBS LL VBS LT VBS TT QCD qq QCD gg

unweighted events 227731 94345 100000 502500 109731

weighted events 7.4 17.7 31.6 24942 109729

ZZ selection 3.8 9.5 18.7 11199 46189

baseline selection 3.3 8.5 16.6 2440 15080

VBS selection 2.3 5.5 10.3 353 3798

expected yields at 14 TeV c.o.m. energy

baseline selection 43 269 499 14569 2941

VBS selection 30 175 310 2106 741

2420

Table 5.12: Top: unweighted and weighted number of generated events. For VBS and QCD qq processes events are
weighted by the process cross-section. Middle: weighted number of events after the selection. Bottom: expected
number of events at HL-LHC and for 3000 fb−1.2421

Combined-background BDT2422

2423

Distributions for the LL signal and the combined background, normalized to unit area, are shown in Figure2424

5.20. The BDT output distributions for the training and test samples for the combined-background BDT are shown on2425

Figure 5.21. The BDT output distribution shows no signs of overtraining.2426

2427

The top part of Table 5.13 shows the expected yields for the LL signal and all backgrounds after the base-2428

line selection at 14 TeV for 3000 fb−1. The bottom part shows the cut value chosen from the BDT output distribution2429

together with the corresponding signal efficiency. For each signal efficiency, the efficiency of all contributions is2430

reported. Table 5.14 shows expected yields corresponding to the efficiencies shown in Table 5.13 together with the2431

signal significance for each WP.2432
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Figure 5.20: Input variables for the combined-background BDT training at 14 TeV. The LL signal is shown in blue and
the mixture of backgrounds in red. [to be updated with nicer plot]
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Figure 5.21: The BDT output distributions of the LL signal (in blue) and the mixture of backgrounds (in red) for the
combined-background BDT training at 14 TeV.

LL LT TT qq gg

expected yields after
the baseline selection

43 269 499 15569 2941

signal efficiency [%] LL [%] LT [%] TT [%] qq [%] gg [%]

45 (0.845) 45.0 33.5 22.7 0.70 3.30

40 (0.879) 40.0 28.5 18.3 0.50 2.30

35 (0.905) 35.0 23.9 14.5 0.30 1.70

30 (0.925) 30.0 19.4 11.1 0.20 1.20

20 (0.957) 20.0 11.3 5.60 0.06 0.50

15 (0. 969) 15.0 7.70 3.40 0.03 0.20

2433

Table 5.13: Top: expected yields for the LL signal and all backgrounds after the baseline selection. Bottom: signal
efficiencies and corresponding efficiencies for all contribution. Cut values corresponding to the signal efficiencies
are shown in the parentheses. Results correspond to the combined-background BDT training at 14 TeV and for
3000 fb−1.2434
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Number of events

signal efficiency [%] LL LT TT qq gg S/
√
B

45 (0.845) 19.4 90.0 113 108 97.1 0.96

40 (0.879) 17.2 76.6 91.5 81.2 69.0 0.96

35 (0.905) 15.0 64.3 72.6 48.2 49.5 0.98

30 (0.925) 12.9 52.1 55.6 29.4 35.5 0.98

20 (0.957) 8.60 30.4 28.0 9.20 13.8 0.95

15 (0.969) 6.40 20.7 16.7 5.00 6.00 0.93

2435

Table 5.14: Expected yields for all contributions corresponding to efficiencies reported in Table 5.13. Cut values
corresponding to the signal efficiencies are shown in the parentheses. Results correspond to the combined-
background BDT training at 14 TeV and for 3000 fb−1.2436

2D BDT2437

2438

Figures 5.22 and 5.23 show the input variables for the QCD BDT and the VBS BDT. The QCD BDT output2439

distribution for the training and test samples is shown in the top row of Figure 5.24. The bottom row shows the same2440

distributions for the VBS BDT training. No overtraining is observed for either case.2441

2442

Table 5.15 shows the efficiencies of all contributions after the VBS BDT training for the fixed QCD BDT2443

signal efficiency of 20%. Table 5.16 shows the expected yields corresponding to the efficiencies quoted in Table 5.152444

together with the signal significance for each WP. Scanning of the 2D BDT significance space was performed to find2445

the optimal working points for both QCD BDT and VBS BDT training. This is shown in Figure 5.25.2446

2447

A detailed discussion on the performance of the 2D BDT compared to the combined-background BDT at2448

14 TeV and for 3000 fb−1 is presented in section 5.7.2449

2450

2451

2452

2453

[There was a discussion to comment on the differences between the combined-background BDT and the 2D BDT2454

after I present tables. However, I decided not to do it. This goes with Chapter 4 where I decided not to discuss the2455

MELA results since it would break the symmetry of the entire document. For MELA results we concluded that it2456

is acceptable to, instead, tell the reader that results will be discussed in section XXX. In this way I don’t break the2457

symmetry of the document, but, at the same time, state that I didn’t just leave the tables without any discussion. I will2458

do that also for the 27 TeV case. The results are anyways right in the next section.]2459



162 CHAPTER 5. PROSPECTIVE STUDIES FOR THE HIGH-LUMI AND THE HIGH-ENERGY LHC

1000 2000 3000 4000 5000 6000 7000

mjj  [units]

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

0.0045

1
7

8
 u

n
it
s

 /  
(1

/N
) 

d
N

Signal

Background

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

Input variable: mjj

8− 6− 4− 2− 0 2 4 6 8

deta_jj  [units]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0
.4

5
1

 u
n

it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

Input variable: deta_jj

200 400 600 800 100012001400160018002000

m_4l  [units]

0

0.001

0.002

0.003

0.004

0.005

0.006

4
8

.4
 u

n
it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.2

, 
0
.0

)%

Input variable: m_4l

6− 4− 2− 0 2 4 6 8

eta_Z1_star  [units]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0
.4

1
1

 u
n

it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%
Input variable: eta_Z1_star

8− 6− 4− 2− 0 2 4 6 8

eta_Z2_star  [units]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0
.4

1
8

 u
n

it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

Input variable: eta_Z2_star

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

R_pt_hard  [units]

0

1

2

3

4

5

6

0
.0

2
4

7
 u

n
it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

Input variable: R_pt_hard

0.2 0.4 0.6 0.8 1

R_pt_jet  [units]

0.5

1

1.5

2

2.5

3

3.5

0
.0

2
5

6
 u

n
it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

Input variable: R_pt_jet

200 400 600 800 1000

Z1_Pt  [units]

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

2
6

.2
 u

n
it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.1

, 
0
.0

)%

Input variable: Z1_Pt

200 400 600 800 1000

Z2_Pt  [units]

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

2
6

.2
 u

n
it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.1

, 
0
.0

)%

Input variable: Z2_Pt

4− 3− 2− 1− 0 1 2 3 4

Z1_Eta  [units]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0
.2

3
6

 u
n

it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

Input variable: Z1_Eta

6− 4− 2− 0 2 4 6

Z2_Eta  [units]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0
.3

7
8

 u
n

it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

Input variable: Z2_Eta

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

l_costheta_1  [units]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0
.0

5
1

2
 u

n
it
s

 /  
(1

/N
) 

d
N

U
/O

f
lo

w
 (

S
,B

):
 (

0
.0

, 
0
.0

)%
 /
 (

0
.0

, 
0
.0

)%

Input variable: l_costheta_1

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

l_costheta_2  [units]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.
05

12
 u

ni
ts

 /  
(1

/N
) 

dN

U
/O

-f
lo

w
 (

S
,B

):
 (

0.
0,

 0
.0

)%
 / 

(0
.0

, 0
.0

)%

Input variable: l_costheta_2

Figure 5.22: Input variables for the QCD BDT training at 14 TeV. The LL signal is shown in in blue and the qq
background is shown in red. [to be updated with nicer plot]
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Figure 5.23: Input variables for the VBS BDT training at 14 TeV. The LL signal is shown in in blue and the mixture of
the LT and TT backgrounds is shown in red. [to be updated with nicer plot]
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Figure 5.24: Top: the QCD BDT output distribution of the LL signal (in blue) and the qq background (in red) for the 2D
BDT training at 14 TeV. Bottom: the VBS BDT output distribution of the LL signal (in blue) and the mixture of the LT
and TT backgrounds (in red).
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LL [%] LT [%] TT [%] qq [%] gg [%]

efficiencies after the
QCD BDT (εsig = 20 %)

20 13.3 8.03 0.0766 0.59

VBS BDT signal
efficiencies [%]

efficiencies after VBS BDT for QCD BDT εsignal = 20 %

LL [%] LT [%] TT [%] qq [%] gg [%]

50 % (0.314) 72.7 38.2 15.0 34.6 23.6

45 % (0.377) 68.1 33.3 12.2 23.1 20.2

40 % (0.438) 63.4 29.1 9.25 19.2 12.4

35 % (0.498) 58.1 24.8 7.07 11.5 11.2

30 % (0.558) 52.6 20.8 5.25 7.69 10.1

20 % (0.673) 39.9 12.8 3.08 7.69 5.62

2460

Table 5.15: Top: efficiencies of the LL signal and all backgrounds after the QCD BDT. The QCD BDT signal efficiency
is fixed to 20 %. Bottom: signal efficiencies and corresponding background efficiencies after the VBS BDT for the
20 % QCD BDT signal efficiency. Several signal efficiencies, corresponding to the working points in the bottom-left
plot in Figure 5.24, were scanned to find the maximum signal significance. Cut values corresponding to the signal
efficiencies are shown in the parentheses. Results are shown for the 2D BDT training at 14 TeV and for 3000 fb−1.2461

LL LT TT qq gg S/
√
B

expected yields after the
QCD BDT (εsig = 20 %)

8.6 35.8 40.1 11.9 17.4 0.84

VBS BDT signal
efficiencies [%]

expected yields after 2D BDT for QCD BDT εsignal = 20 %

LL LT TT qq gg S/
√
B

50 % (0.314) 6.30 13.7 6.00 4.10 4.10 1.18

45 % (0.377) 5.90 11.9 4.90 2.80 3.50 1.22

40 % (0.438) 5.50 10.4 3.70 2.30 2.10 1.27

35 % (0.498) 5.00 8.90 2.80 1.40 2.00 1.29

30 % (0.558) 4.50 7.40 2.10 0.90 1.80 1.29

20 % (0.673) 3.40 4.60 1.20 0.90 1.00 1.24

2462

Table 5.16: Expected yields for all contributions corresponding to efficiencies reported in Table 5.15. Cut values
corresponding to the signal efficiencies are shown in the parentheses. Results are shown for the 2D BDT training at
14 TeV and for 3000 fb−1.2463
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Figure 5.25: The 2D BDT significance plane used to scan for the optimal WP of the QCD BDT and the VBS BDT.
Results at 14 TeV and for 3000 fb−1 are shown. [plot will be updated to show all bins]

5.6.3 Signal extraction and significance measurements at 27 TeV2464

Table 5.17 shows the number of generated events for all VBS and QCD process included in the analysis. Number of2465

weighted events after the selection together with the expected yields at 27 TeV is also reported.2466

VBS LL VBS LT VBS TT QCD qq QCD gg

unweighted events 227731 94345 100000 502500 109731

weighted events 7.45 17.7 31.6 24941 109729

ZZ selection 3.83 9.55 18.7 11199 46189

baseline selection 3.30 8.46 16.6 2440 15080

VBS selection 2.25 5.51 10.3 353 3798

expected yields at 14 TeV c.o.m. energy

baseline selection 43 269 499 14569 2941

VBS selection 30 175 310 2106 741

2467

Table 5.17: Top: unweighted and weighted number of generated events. For the VBS and QCD qq processes events
are weighted by the process cross-section. Middle: weighted number of events after the selection. Bottom: expected
number of events at HE-LHC and for 15000 fb−1.2468
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Combined-background BDT2469

2470

Distributions for the LL signal and the combined background, normalized to unit area, are shown in Figure2471

5.26. The BDT output distributions for the training and test samples for the combined-background BDT are shown in2472

Figure 5.27. The BDT output distribution shows no signs of overtraining.2473

2474

The top part of Table 5.18 shows the expected yields for the LL signal and all backgrounds after the base-2475

line selection at 27 TeV for 15000 fb−1. The bottom part shows the cut value chosen from the BDT output distribution2476

together with the corresponding signal efficiency. For each signal efficiency, the efficiency of all contributions is2477

reported. Table 5.19 shows expected yields corresponding to the efficiencies shown in Table 5.18 together with the2478

signal significance for each WP.2479
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Figure 5.26: Input variables for the combined-background BDT training at 27 TeV. The LL signal is shown in blue and
the mixutre of backgrounds in red. [to be updated with nicer plot]
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Figure 5.27: The BDT output distributions of the LL signal (in blue) and the mixture of backgrounds (in red) for the
combined-background BDT training at 27 TeV.

LL LT TT qq gg

expected yields after
the baseline selection

664 4241 8178 187731 54503

signal efficiency [%] LL [%] LT [%] TT [%] qq [%] gg [%]

45 (0.819) 45.0 36.6 27.6 0.86 3.43

40 (0.861) 40.0 31.4 22.7 0.59 2.43

35 (0.893) 35.0 26.3 18.4 0.38 1.76

30 (0.917) 30.0 21.5 14.4 0.23 1.19

20 (0.952) 20.0 13.1 7.67 0.09 0.52

15 (0.965) 15.0 9.32 5.03 0.04 0.27

2480

Table 5.18: The: expected yields for the LL signal and all backgrounds after the baseline selection. Bottom: signal
efficiencies and corresponding efficiencies for all contributions. Cut values corresponding to the signal efficiencies
are shown in the parentheses. Results are shown for the combined-background BDT training at 27 TeV and for
15000 fb−1.2481
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Number of events

signal efficiency [%] LL LT TT qq gg S/
√
B

45 (0.819) 299 1553 2256 1615 1868 3.50

40 (0.861) 266 1332 1857 1115 1322 3.54

35 (0.893) 232 1116 1505 705 961 3.55

30 (0.917) 199 914 1174 440 648 3.53

20 (0.952) 133 557 627 172 284 3.28

15 (0.965) 99.6 395 411 70.9 146 3.11

2482

Table 5.19: Expected yields for all contributions corresponding to efficiencies reported in Table 5.18. Cut values
corresponding to the signal efficiencies are shown in the parentheses. Results are shown for the combined-
background BDT training at 27 TeV and for 15000 fb−1.2483

2D BDT2484

2485

Figures 5.28 and 5.29 show the input variables for the QCD BDT and the VBS BDT. The QCD BDT output2486

distribution for the training and test samples is shown in the top row of Figure 5.30. The bottom row shows the same2487

distributions for the VBS BDT training. No overtraining is observed for either case.2488

2489

Table 5.20 shows the efficiencies of all contributions after the VBS BDT training for the fixed QCD BDT2490

signal efficiency of 40%. Table 5.21 shows the expected yields corresponding to the efficiencies quoted in Table2491

5.20 together with the signal significance for each WP. Once more, scanning of the 2D BDT significance space was2492

performed to find the optimal working points for both QCD BDT and VBS BDT training. This is shown in Figure 5.31.2493

2494

A detailed discussion on the performance of the 2D BDT compared to the combined-background BDT at2495

27 TeV and for 15000 fb−1 is presented in the next section.2496
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Figure 5.28: Input variables for the QCD BDT training at 27 TeV. The LL signal is shown in blue and the qq background
is shown in red. [to be updated with nicer plot]
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Figure 5.29: Input variables for the VBS BDT training at 27 TeV. The LL signal is shown in blue and the mixture of the
LT and TT backgrounds is shown in red. [to be updated with nicer plot]
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Figure 5.30: Top: the QCD BDT output distribution of the LL signal (in blue) and the qq background (in red) for the 2D
BDT training at 27 TeV. Bottom: the VBS BDT output distribution of the LL signal (in blue) and the mixture of the LT
and TT backgrounds (in red).
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LL [%] LT [%] TT [%] qq [%] gg [%]

efficiencies after the
QCD BDT (εsig = 40 %)

40 33.1521 25.8272 0.560157 2.74

VBS BDT signal
efficiencies [%]

efficiencies after VBS BDT for QCD BDT εsignal = 40 %

LL [%] LT [%] TT [%] qq [%] gg [%]

55 % (0.243732) 68.0 35.3 13.8 46.8 25.4

50 % (0.308986) 63.1 30.5 10.9 41.5 19.2

45 % (0.374275) 58.1 25.8 8.58 34.0 14.4

40 % (0.438395) 52.9 21.2 6.79 30.1 11.4

35 % (0.499922) 47.3 17.2 5.05 25.5 8.40

30 % (0.561874) 41.6 13.7 3.75 21.3 6.20

2497

Table 5.20: Top: efficiencies of the LL signal and all backgrounds after the QCD BDT. The QCD BDT signal efficiency
is fixed to 40 %. Bottom: signal efficiencies and corresponding background efficiencies after the VBS BDT for the
40 % QCD BDT signal efficiency. Several signal efficiencies, corresponding to the working points in the bottom-left
plot in Figure 5.30, were scanned to find the maximum signal significance. Cut values corresponding to the signal
efficiencies are shown in the parentheses. Results are obtained at 27 TeV and for 15000 fb−1.2498

LL LT TT qq gg S/
√
B

expected yields after the
QCD BDT (εsig = 40 %)

266 1406 2112 1052 1492 3.41

VBS BDT signal
efficiencies [%]

expected yields after 2D BDT for QCD BDT εsignal = 40 %

LL LT TT qq gg S/
√
B

55 % (0.243732) 180.5 496.4 292.0 492.2 379.0 4.43

50 % (0.308986) 167.5 428.8 230.2 436.3 286.5 4.51

45 % (0.374275) 154.4 362.4 181.1 358.0 214.9 4.62

40 % (0.438395) 140.5 298.5 143.3 317.0 170.1 4.61

35 % (0.499922) 125.7 241.5 106.6 268.5 125.3 4.62

30 % (0.561874) 110.5 192.3 79.20 223.7 92.50 4.56

2499

Table 5.21: Expected yields for all contributions corresponding to efficiencies quoted in Table 5.20. Cut values
corresponding to the signal efficiencies are shown in the parentheses. Results are shown for the 2D BDT training at
27 TeV and for 15000 fb−1.2500
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Figure 5.31: The 2D BDT significance plane used to scan for the optimal WP of the QCD BDT and the VBS BDT.
Results at 14 TeV and for 3000 fb−1 are shown. [plot will be updated to show all bins]
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5.7 Results2501

The significance of the LL signal at 14 and 27 TeV obtained using the combined-background BDT and the 2D2502

BDT method is shown in Table 5.22. Events after the baseline selection were used as the foundation for the2503

multivariate analysis. Signal significance with the inclusion of the HF nose upgrade and the gain when moving from2504

the combined-background BDT to the 2D BDT approach is also reported.2505

2506

Using the combined-background BDT at 14 TeV, the confidence on the LL signal measurement is expected to2507

reach 1σ level. This can be improved using the 2D BDT method with the significance of the LL signal reaching 1.3σ.2508

Extending the η acceptance for electrons up to 4 is expected to increase the significance to 1.4σ using the 2D BDT2509

approach. The gain when moving from the combined-background BDT to the 2D BDT at 14 TeV is 31.6 % if the HF2510

nose option is not included and 33.7 % with the HF nose included.2511

2512

At 27 TeV, the LL signal is expected to be measured at 4.6σ confidence level using the 2D BDT method.2513

This is an improvement of 30.1 % with respect to the simpler combined-background BDT. Most of the gain at 272514

TeV, with respect to 14 TeV, comes from an increased luminosity which enables harder suppression of the QCD2515

background. Importance of the HF nose upgrade is especially noticeable at HE-LHC where the 5.4σ significance2516

on the VBS LL measurement is expected if the 2D BDT approach is employed. This is due to the more forward2517

kinematics at 27 TeV, with respect to 14 TeV.2518

2519
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2520

event counts at HL-LHC without the HF nose upgrade

LL LT TT qq gg S/
√
B gain

Combined-background
BDT with εsigna = 35 %

15.1 64.3 72.6 48.2 49.5 0.98

31.6 %
2D BDT with

εQCD BDT
signal = 20 %

&
εV BS BDT
signal = 35 %

5.00 8.90 2.80 1.40 2.00 1.29

event counts at HL-LHC with the HF nose upgrade

LL LT TT qq gg S/
√
B gain

Combined-background
BDT with εsigna = 35 %

16.1 68.2 77.1 47.9 48.6 1.04

33.7 %
2D BDT with

εQCD BDT
signal = 20 %

&
εV BS BDT
signal = 35 %

4.90 7.50 2.30 0.90 1.80 1.39

event counts at HE-LHC without the HF nose upgrade

LL LT TT qq gg S/
√
B gain

Combined-background
BDT with εsigna = 35 %

232.4 1116 1501 704.8 960.9 3.55

30.1 %
2D BDT with

εQCD BDT
signal = 40 %

&
εV BS BDT
signal = 45 %

154.4 362.4 181.1 258.0 214.9 4.62

event counts at HE-LHC with the HF nose upgrade

LL LT TT qq gg S/
√
B gain

Combined-background
BDT with εsigna = 40 %

293.2 1414 1888 1140.5 1310 3.87

38.2 %
2D BDT with

εQCD BDT
signal = 30 %

&
εV BS BDT
signal = 40 %

123.2 224.2 83.60 158.4 63.60 5.35

2521

Table 5.22: Event counts and corresponding signal significances for the combined-background BDT and the 2D BDT
training at 14 and 27 TeV. Presented working points for both BDT training approaches give the most sensitive LL
measurement. The gain using the 2D BDT compared to the simple combined-background BDT is also reported.
Table shows both the results without the HF nose upgrade and with the HF nose upgrade included.2522
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5.8 Summary2523

In the previous chapter it was shown that CMS is entering the measurement era for the VBS ZZ channel using the2524

data from the LHC Run 2. Still, an important piece of the puzzle, i.e., the measurement of the longitudinal component2525

of the Z boson, is missing. Measuring the longitudinal component of the Z boson in the clean VBS ZZ → 4l2j2526

channel will enable to probe the scalar sector of the Standard Model and deepen our understanding of the EWSB2527

mechanism. The final goal of this study was to optimize the signal extraction method and measure the LL signal2528

significance for the HL-LHC and the HE-LHC.2529

Signal and background processes were simulated using MG5, MCFM, Delphes and Pythia8 tools at 7 and 13.5 TeV2530

beam energies. Special care was given to jets since they dominate the final state and define the signal. The effect of2531

parton showers on the leading jets was studied to make sure they are not affecting the identification of the tagging2532

jets and thus making analysis unstable. With an increased luminosity, at HL- and HE-LHC conditions, the importance2533

of pileup will increase as well. Thus, the effect of pile-up on the leading jets was studied as well. Both parton showers2534

and pile-up were found to affect the leading jets at 10 % level.2535

Since no single kinematic variable is discriminating enough to separate individual polarizations, multivariate approach2536

was devised. Two such approaches were tested on both HL- and HE-LHC samples. The simpler of the two, the2537

combined-background BDT, trained the LL signal against the proper mixture of VBS and QCD backgrounds to find2538

the WP that maximizes signal sensitivity. The second approach exploits the difference in the kinematics of VBS2539

and QCD processes to simultaneously train the BDT to separate the LL signal from the qq background and the LL2540

signal from the mixture of the LT and TT backgrounds. This approach is referred to as the 2D BDT and is superior2541

amongst the two. It was shown that as much as 160 % (120 %) can be gained in terms of the signal significance2542

measurement by exploiting the 2D BDT at 14 TeV (27 TeV) compared to the simple cut-and-count approach. Without2543

the HF nose upgrade, the LL signal is expected to be measured at 1.3σ (4.6σ) confidence level at 14 (27) TeV.2544

Extending the lepton acceptance from η = 3 to η = 4, which corresponds to the HF nose upgrade, will increase the2545

signal significance to 1.4σ (5.4σ) at 14 (27) TeV. These prospective studies show the great potential of the HE-LHC in2546

observing the longitudinal component of the Z boson in the VBS ZZ → 4l2j channel.2547
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Appendix A: Supporting plots for the analysis presented in2550

chapter 42551

Figs. A.1 and A.2 show the distributions, defined in Table 4.7, for the 2016 and 2017 data-taking periods used to2552

extract the VBS signal.2553
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Figure A.1: Comparison of data to background and signal estimations in 2016 samples used in the analysis.
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Figure A.2: Comparison of data to background and signal estimations in 2017 samples used in the analysis.



Appendix B: Supporting plots for the analysis presented in2554

chapter 52555

Figs. B.1 and B.2 show distributions at 14 and 27 TeV of all variables used in the analysis presented in chapter 5.2556

Figs. B.3-B.7 compare the kinematics at 14 and 27 TeV for the LL, LT , TT , qq and gg contributions, separately.2557
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Figure B.1: Kinematics of VBS (left) and QCD (right) processes at 14 TeV after the baseline selection.



197

0 50 100 150 200 250 300 350 400 450 500
(e) [GeV]

T
p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

a.
u.

EWK LL

EWK LT

EWK TT

0 50 100 150 200 250 300 350 400 450 500
(e) [GeV]

T
p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

a.
u.

QCD qq

QCD gg

6− 4− 2− 0 2 4 6

(e)η

0

0.02

0.04

0.06

0.08

0.1

0.12

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6

(e)η

0

0.02

0.04

0.06

0.08

0.1

0.12

a.
u.

QCD qq

QCD gg

0 50 100 150 200 250 300 350 400 450 500
) [GeV]µ(

T
p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

a.
u.

EWK LL

EWK LT

EWK TT

0 50 100 150 200 250 300 350 400 450 500
) [GeV]µ(

T
p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

a.
u.

QCD qq

QCD gg



198 APPENDIX B. SUPPORTING PLOTS FOR THE ANALYSIS PRESENTED IN CHAPTER 5

6− 4− 2− 0 2 4 6

)µ(η

0

0.02

0.04

0.06

0.08

0.1

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6

)µ(η

0

0.02

0.04

0.06

0.08

0.1

0.12

a.
u.

QCD qq

QCD gg

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

1
(j

T
p

0

0.01

0.02

0.03

0.04

0.05

a.
u.

EWK LL

EWK LT

EWK TT

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

1
(j

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

a.
u.

QCD qq

QCD gg

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

2
(j

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

a.
u.

EWK LL

EWK LT

EWK TT

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

2
(j

T
p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

a.
u.

QCD qq

QCD gg

6− 4− 2− 0 2 4 6
)

1
(jη

0

0.01

0.02

0.03

0.04

0.05

0.06

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6
)

1
(jη

0

0.02

0.04

0.06

0.08

0.1

a.
u.

QCD qq

QCD gg



199

6− 4− 2− 0 2 4 6
)

2
(jη

0

0.01

0.02

0.03

0.04

0.05

0.06

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6
)

2
(jη

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

a.
u.

QCD qq

QCD gg

0 500 1000 1500 2000 2500 3000
 [GeV]jjm

0

0.01

0.02

0.03

0.04

0.05

0.06

a.
u.

EWK LL

EWK LT

EWK TT

0 500 1000 1500 2000 2500 3000
 [GeV]jjm

0

0.05

0.1

0.15

0.2

0.25

0.3

a.
u.

QCD qq

QCD gg

8− 6− 4− 2− 0 2 4 6

jj
η∆

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

a.
u.

EWK LL

EWK LT

EWK TT

8− 6− 4− 2− 0 2 4 6

jj
η∆

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

a.
u.

QCD qq

QCD gg

100 200 300 400 500 600 700 800 900 1000
 [GeV]4lm

0

0.02

0.04

0.06

0.08

0.1

0.12

a.
u.

EWK LL

EWK LT

EWK TT

100 200 300 400 500 600 700 800 900 1000
 [GeV]4lm

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

a.
u.

QCD qq

QCD gg



200 APPENDIX B. SUPPORTING PLOTS FOR THE ANALYSIS PRESENTED IN CHAPTER 5

6− 4− 2− 0 2 4 6
)

1
*(Zη

0

0.05

0.1

0.15

0.2

0.25

0.3

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6
)

1
*(Zη

0

0.05

0.1

0.15

0.2

0.25

0.3

a.
u.

QCD qq

QCD gg

6− 4− 2− 0 2 4 6
)

2
*(Zη

0

0.05

0.1

0.15

0.2

0.25

0.3

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6
)

2
*(Zη

0

0.05

0.1

0.15

0.2

0.25

a.
u.

QCD qq

QCD gg

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
)hard

T
R(p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

a.
u.

EWK LL

EWK LT

EWK TT

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
)hard

T
R(p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

a.
u.

QCD qq

QCD gg

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
jet

T
R(p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

a.
u.

EWK LL

EWK LT

EWK TT

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
jet

T
R(p

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

a.
u.

QCD qq

QCD gg



201

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

1
(Z

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

a.
u.

EWK LL

EWK LT

EWK TT

0 50 100 150 200 250 300 350 400 450 500
) [GeV]

1
(Z

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

a.
u.

QCD qq

QCD gg

0 20 40 60 80 100 120 140 160 180 200
) [GeV]

2
(Z

T
p

0

0.01

0.02

0.03

0.04

0.05

0.06

a.
u.

EWK LL

EWK LT

EWK TT

0 20 40 60 80 100 120 140 160 180 200
) [GeV]

2
(Z

T
p

0

0.01

0.02

0.03

0.04

0.05

a.
u.

QCD qq

QCD gg

6− 4− 2− 0 2 4 6
)

1
(Zη

0

0.05

0.1

0.15

0.2

0.25

0.3

a.
u.

EWK LL

EWK LT

EWK TT

6− 4− 2− 0 2 4 6
)

1
(Zη

0

0.05

0.1

0.15

0.2

0.25

0.3

a.
u.

QCD qq

QCD gg

8− 6− 4− 2− 0 2 4 6 8
)

2
(Zη

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

a.
u.

EWK LL

EWK LT

EWK TT

8− 6− 4− 2− 0 2 4 6 8
)

2
(Zη

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

a.
u.

QCD qq

QCD gg



202 APPENDIX B. SUPPORTING PLOTS FOR THE ANALYSIS PRESENTED IN CHAPTER 5

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
)

1
costheta*(Z

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

a.
u.

EWK LL

EWK LT

EWK TT

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
)

1
costheta*(Z

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

a.
u.

QCD qq

QCD gg

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
)

2
costheta*(Z

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

a.
u.

EWK LL

EWK LT

EWK TT

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
)

2
costheta*(Z

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

a.
u.

QCD qq

QCD gg

Figure B.2: Kinematics of VBS (left) and QCD (right) processes at 27 TeV after the baseline selection.
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Figure B.3: Kinematics of the LL process at 14 and 27 TeV after the baseline selection. [will be updated]
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Figure B.4: Kinematics of the the LT process at 14 and 27 TeV after the baseline selection. [will be updated]
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Figure B.5: Kinematics of the TT process at 14 and 27 TeV after the baseline selection. [will be updated]
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Figure B.6: Kinematics of the qq process at 14 and 27 TeV after the baseline selection. [will be updated]
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Figure B.7: Kinematics of the gg process at 14 and 27 TeV after the baseline selection. [will be updated]
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