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Abstract We report on a comprehensive reinterpretation
of the existing cross-section data for elastic electron-proton
scattering obtained by the initial-state radiation technique,
resulting in a significantly improved accuracy of the extracted
proton charge radius. By refining the external energy cor-
rections we have achieved an outstanding description of the
radiative tail, essential for a detailed investigation of the pro-
ton finite-size effects on the measured cross sections. This
development, together with a novel framework for determin-
ing the radius, based on a regression analysis of the cross
sections employing a polynomial model for the form fac-
tor, led us to a new value for the charge radius, which is
(0.878 & 0.01 1gae. = 0.03 15y, £ 0.0021504.) fm

Keywords Initial-state radiation - Proton radius - Radiative
corrections

1 Introduction

The problem of the proton charge radius arose from the
significant deviation of the very precise Lamb shift mea-
surements in muonic hydrogen [1,2], which gave a value
of 0.84087(39)fm, from the CODATA [3] value of
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0.8751(61) fm, compiled from electron scattering and the
old atomic Lamb shift measurements. This discrepancy has
motivated several follow-up measurements, but despite the
efforts remains unresolved. While the measurement of the
2S—4P transition in hydrogen [4] and the new scattering
experiment at Jefferson Lab [5] yield values of 0.8335(95) fm
and 0.831(14) fm, which are in agreement with the smaller
radius, the measurement of the 15-3S transition [6] gives
a value of 0.877(13) fm, and supports previous scattering
experiments [7, 8] and the hypothesis of a large proton radius.
Therefore, additional experiments, both scattering and spec-
troscopic, still have the potential to make valuable contribu-
tions to the proton size problem [9,10].

In scattering experiments the charge radius of the proton
is traditionally determined by measuring the cross section for
elastic scattering of electrons from hydrogen, which depends
on Gg and carries information about the charge distribution
of the proton. The proton charge radius, r,, is given by

r2 = —6h>—L , )

where Q2 is the absolute value of the square of the four-
momentum transfer to the proton. The accuracy of the radius
obtained in this manner is limited by the extent of available
data sets, which dictates the approach to the extrapolation
of G’g needed to determine the slope at Q> = 0. Hence, to
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Fig. 1 Measured and simulated elastic peak with the corresponding
radiative tail for the kinematic setting at 495 MeV. See [11] for details.
The radiative tail is dominated by the two Bethe-Heitler diagrams (BH-1
and BH-f), where electrons emit real photons before or after the inter-
action with the protons. The grey band marks the position and width of
the elastic line inside the spectrometer acceptance

ensure a reliable extraction of the radius, measurements of
GZ are needed in the region of Q? < 0.01 GeV?/c?.

Efforts to perform such measurements with the standard
approaches are limited by the minimum Q2 accessible with
the experimental apparatus at hand, predominantly due to
the restrictions in the available electron beam energy and
the minimum scattering angle. Therefore, a new experimen-
tal approach based on initial-state radiation has been intro-
duced [11] that allows for cross-section measurements down
to 0.001 GeV?/c? with sub-percent precision by using infor-
mation about the charge form factor that is implicit in the
radiative tail of the elastic peak.

2 Initial-state radiation experiment

The radiative tail of an elastic peak is dominated by the coher-
ent sum of two Bethe-Heitler diagrams [12] shown in Fig. 1.
The initial-state radiation diagram (BH-i) describes the pro-
cess where the incident electron emits a real photon before
interacting with the proton. Since the emitted photon carries
away a fraction of the incident energy, the momentum trans-
fer to the proton is decreased. Hence, this process probes
the proton structure at values of Q% smaller than the value
fixed by the experimental kinematics and is thus sensitive to
the form factors at Q2 smaller than those corresponding to
the elastic setting. On the other hand, the final state radia-
tion diagram (BH-f) corresponds to the reaction where the
real photon is emitted after the interaction with the nucleon.
Consequently, Q2 at the vertex remains constant, while the
detected four-momentum transfer changes.

In an inclusive experiment Q% can not be measured
directly, which means that looking only at the data the initial-

@ Springer

state radiation processes cannot be distinguished from the
final state radiation. Hence, in order to get information on
G’g at Q2 smaller than the elastic setting, the data must
be studied in conjunction with a Monte-Carlo simulation,
which includes a detailed description of internal radiative
corrections and considers G[E as its free parameter. This is
the basic idea of the MAMI experiment, which opened the
door of obtaining G5 down to 0% ~ 107 GeV?/c? [11].

The measurement of the radiative tail has been performed
at the Mainz Microtron (MAMI) in 2013 using the spectrom-
eter setup of the Al-Collaboration [13]. A rastered electron
beam with energies of Eg = 195, 330 and 495 MeV was used
in combination with a hydrogen target, which consisted of a
5cm long cigar-shaped Havar cell filled with liquid hydro-
gen and placed in an evacuated scattering chamber. For the
cross-section measurements the single-dipole magnetic spec-
trometer B was operated at a fixed angle of 15.21°, while
its momentum settings were adjusted to scan the complete
radiative tail for each beam energy. The central momentum
of each setting was measured with an NMR probe to a rela-
tive accuracy of 8 x 107>, The spectrometer was equipped
with the standard detector package consisting of two lay-
ers of vertical drift chambers (VDCs) for tracking, two lay-
ers of scintillation detectors for triggering, and a threshold
Cherenkov detector for particle identification. The kinematic
settings of the experiment were chosen such that the radiative
tails scanned at three beam energies overlap.

The beam current was between 10nA and 1 A and
was limited by the maximum rate allowed in the VDCs
(~ 1kHz/wire), resulting in raw rates up to 20 kHz. The
beam current was determined by a non-invasive fluxgate-
magnetometer and from the collected charge of the beam
stopped in a Faraday cup. At low beam currents and low
beam energies the accuracy of both approaches is not bet-
ter than 2 %, which is insufficient for precise cross-section
measurements. Hence spectrometer A was used at a fixed
momentum and angular setting for precise monitoring of the
relative luminosity.

The first analysis of the data, presented in [11], revealed
inconsistencies between data and simulation on the order of
10 % at the top of the elastic peak, see Fig. 2, which led to the
omission of the most statistically relevant, elastic data points
in the analysed sample. The inconsistency arose due to the
incomplete correction for the electron energy losses in the
target material. To be able to incorporate the elastic data in
the analysis and ensure a more precise extraction of the proton
charge radius, the estimations of the external corrections had
been investigated in detail.

The external radiative corrections were considered using
the formalism of Mo and Tsai [14], while the collisional cor-
rections were approximated by the Landau distribution [15].
The uncertainty of the applied energy corrections was esti-
mated to be smaller than 1 % [14]. This was confirmed by the
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Fig. 2 Top: Due to the imperfect vacuum conditions inside the scatter-
ing chamber, the residual molecules of nitrogen and oxygen gather on
top of the cold target, forming a thin film of cryogenic depositions. The
thickness of the layer on the side walls (daway) is much thicker than the
layer on the end caps (daiong) exposed to the beam. Bottom: Relative
differences between the data and simulations for the first experimental
setup at 495 MeV, including data at the elastic peak and first part of
the radiative tail. The blue line shows the original comparison consid-
ered in [11], when the simulation assumes a uniform layer of cryogens
around the target cell. The inconsistency between the data and simula-
tion, which affects the trend of the ratio in the first 5 MeV of the radiative
tail, is evidence that the layer of cryogens away from the beam is sig-
nificantly thicker than along the beam. The black, green and red lines
demonstrate the ratios, when the layer on the side walls is 200-, 400-
and 600-times thicker than on the end caps. For the 495 MeV setting
the analysis determined the best ratio between the amount of cryogenic
deposits on the side walls and on the end caps to be 180 &= 10. The sys-
tematic uncertainty of all the points is 0.5 %. The grey band marks the
position and width of the elastic line inside the spectrometer acceptance

dedicated calibration data collected using plastic ([(CHz],)
targets with different thicknesses, which created a perfect
testbed for validating the applied corrections, since the spec-
tra differ only in the size of the external energy loss correc-
tion. The comparison of the elastic peak shapes for different
target thicknesses with the simulations presented the correct
scaling of the corrections with the thickness of the target.
The impact of the external radiative and collisional correc-
tions on the shape of the radiative tail is observable only in
the first few MeV of the radiative tail, see Fig. 2. Hence,
an inconsistency between the data and simulation in this
region is an indication of an unaccounted for material tra-
versed by the electrons. These inconsistencies are related to
the traces of cryogenic deposits on the end caps and side

walls of the target cell. They consist mostly of residual nitro-
gen and oxygen still present in the scattering chamber in
spite of the good vacuum conditions (10~° mbar) [16]. The
extra material affects the measured spectra and thus needs
to be included in the simulation. This requires knowing the
amount of cryogenic deposits at the target walls. The thick-
ness of the depositions on the target entrance window was
determined using the nitrogen/oxygen elastic data. Since this
wall is exposed to the electron beam, the electrons scattered
from the cryogens enter the physics spectra and can be mon-
itored. For this purpose spectrometer A was positioned such
that the nitrogen/oxygen elastic lines were inside its accep-
tance. The collected spectra, together with the known elastic
cross sections for these elements were used to determine the
thickness of the deposited layer. On the other hand, incident
electrons do not scatter from the material on the side walls,
hence the cryogens there are not directly detectable by the
spectrometers. Furthermore, depositions on the side walls
can be much thicker than those on the end caps, because
the former are not heated by the electron beam. The amount
of cryogens there was estimated by matching the functional
dependence of the simulation to the measured elastic spectra,
which is uniquely correlated to the thickness of the traversed
material, see Fig. 2. The analysis has shown that the layer
of cryogens on the side can be as much as 200 times thicker
(roughly 4 - 1073 g/cm?) than at the end caps.

With this advancement the agreement between the data
and simulation improved significantly and allowed us to
include the elastic data in the new analysis presented in this
paper. Following the approach described in [11] the full set of
25 data points could then be used to extract the proton-charge
form factors for 0.001 < Q2 < 0.017 GeVz/c2. The values
and the details of the extraction are presented in Appendix B
of this paper.

3 Experimental uncertainties

Although the ISR experiment provides remarkable control
over the systematic uncertainties [11], a few ambiguities
remain and limit the precision of the measurements. The con-
tributions relevant for the extraction of the proton charge
radius include the uncertainty in the relative luminosity
(0.2 %), the uncertainty in the detector efficiencies (0.2 %)
and the contamination coming from the target support frame
and the spectrometer entrance flange (< 0.7 %). The uncer-
tainty of the data associated by the contamination of the spec-
tra with the cryogenic depositions was assessed using a dedi-
cated simulation, normalized to the intensity of the nitrogen,
oxygen and Havar elastic lines in the measured spectra. The
relative uncertainty of the simulation was estimated tobe 5 %,
which leads to a 0.1 % — 1.1 % uncertainty of the measured
cross-section ratios. For further details see Appendix A.

@ Springer
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Fig. 3 The proton charge radius, r,, extracted from the data using
Eq. (2), depends on the value of the parameter a in accordance with
the full black line. The red line and the error band show the value of
the parameter a determined by Sick et al. [17]. The orange line with
the corresponding uncertainty band shows the result extracted from the
most recent experiment at Jefferson Lab [5]. The blue vertical line and
the corresponding uncertainty band demonstrate the value obtained by
Distler etal. [18] who performed a comprehensive analysis of world data
until 2010. Relying on the authors’ value for this parameter, the green
band surrounding the green dashed line denotes the model uncertainty
of the radius extracted in this experiment

4 Parameterisation of the form factor

For 0% < 0.02GeV?/c? it suffices for all practical purposes
to parameterise the measured proton charge form factor by
using a polynomial of the form

Q@ a0t b0
6hr%  120R* 5040 A

G(QY) =ng, |1 - )

where ng, represents the normalisation of the data, r, rep-
resents the radius and a and b are the higher moments
of the model. Although the 0% and Q°-terms at Q2 <
0.02 GeV?/c? account for only about a percent of the form-
factor value, they need to be considered in the fit. Due
to a strong correlation between radius and a (b), which
was estimated to be 0.97 (0.92), a wrong choice of these
parameters could shift the value of the radius at the level
of 0.01(0.003) fm, see Fig. 3. The data in the available Q>
range (even with a superior experimental precision) do not
permit simultaneous determination of all three parameters
[17]. Therefore, a and b need to be taken from the literature.
To minimise the bias of the extracted radius, we considered
values obtained from the analysis of the available world data
[18] which are consistent with the latest experimental results
from Jefferson Lab [5]:

a=(259+0.194)fm*, b= (29.8+1471)fm®. (3)

@ Springer

5 Original determination of the radius

The prevailing way of determining the proton charge radius
is by comparing the measured sets of proton-charge form fac-
tors with a selected model. Following the stepsin [11] the data
were fit by a polynomial (2), by using a common parameter
for the radius, r,, and different normalisation factors, ng,,
one for each energy, see Appendix B for details. In terms of
this fit with 21 degrees of freedom, the radius was determined
tober, = (0.873 2 0.017¢ar. £ 0.059yst. & 0.003104.) fm .
The value of x 2, when both statistical and systematical uncer-
tainties are considered, equals 17.7 and remains compara-
ble to the value of 15.8 obtained with the previous dataset
[11]. However, even by improving the analysis in the manner
described above, the extracted radius still depends critically
on the available Q% range and the number of fitting param-
eters. It also remains burdened by large systematic uncer-
tainties of the measured cross-section ratios. The systematic
uncertainty is a combination of the experimental uncertain-
ties, presented in Sect. 3, and the uncertainties of the simu-
lation employed to calculate the radiative tail of the elastic
peak, which are presented in Appendix A.

6 New extraction of the radius

To further improve the result within the scope of available
data, an alternative approach was considered, applicable at
the level of measured cross sections. In particular, we stud-
ied the ratios of measured and simulated cross sections. First,
the cross-section ratios were normalised to the elastic point.
To first order the E’ evolution of the rescaled ratios between
the data and the simulation at each energy setting depends
linearly on the proton charge radius. Furthermore, since all
points for a single energy configuration are strongly corre-
lated due to the nature of the experimental approach, the
effect of changing the radius appears as a change of the slope
of the ratio, k(rp). Relying on the chosen model (2), the
simulation was performed for different values of r;, between
0.76 fm and 1.05 fm, and compared to the data; see Fig. 4.
The results of the comparison for the two highest energy set-
tings (330 MeV and 495 MeV) exhibit a clear dependence
and sensitivity to small changes in the proton radius. On the
other hand, the Q2 values of the data at 195MeV are so
small that within the measured uncertainties these data alone
demonstrate no detectable dependence on the radius and were
thus excluded from the analysis.

The best estimate for the proton charge radius should
reveal a constant ratio between the data and the simulation.
The ratios presented in Fig. 4 indicate that the 495 MeV
setting favours a radius of ~ 0.84 fm, while the 330 MeV
data suggest ~ 1.0 fm. Finding the r,, at which the simula-
tion matches the data corresponds to finding a point where
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Fig. 4 Relative differences between the data and simulations for
495 MeV (top) and 330 MeV (bottom) settings. Each set of ratios corre-
sponds to simulations with a different value of the proton charge radius
rp = 0.76 fm (blue), 0.85 fm (black), 0.95 fm (green) and 1.05 fm (red).
The ratios are normalised to the first (elastic) point and are artificially
offset from zero (denoted by the thin dashed line) for clarity. The cor-
responding lines show linear fits to the data. The grey bands drawn
around ratios for r, = 0.85 fm demonstrate the combined uncertainty
(statistical and systematical added in quadrature) of the extracted slope
parameter k(rp,). Black boxes at the bottom of each plot demonstrate
the systematic uncertainties considered in the determination of the fit
parameter k()

k(rp) = 0, see Fig. 5. The extracted radii for the two energy
settings exhibit a 2.5¢ tension. This could be a consequence
of a statistical fluctuation, but it could also hint at underesti-
mated or missing sources of the systematic uncertainty. These
have been studied in detail, see Appendix A, but the discrep-
ancy remained. Consequently, the proton charge radius that
agrees with both data sets corresponds to the weighted aver-
age of the results for the two beam energies, which is:

rp = (0.878 % 0.01 1. % 0.0315y5 =+ 0.002m04.) fm .

Following this approach, the radius is the only free parameter.
By investigating the slopes, the normalisations n g, disappear
from the analysis, resulting in a more robust extraction of the
radius, which is less sensitive to the systematic uncertainties
than the original result, presented in Sect. 5. The uncertainty
of the radius directly follows from the uncertainties of k(r )
shown in Figs. 4 and 5. The statistical uncertainty combines

0.02
Analysis of 495 MeV settings
0.015 - Analysis of 330 MeV settings
« Radius for 495 MeV
0.01 } = Radius for 330 MeV
@ Average radius
%‘ 0.005 .
had 0 =
——i
x
-0.005
-0.01
-0.015 . . . . . .
0.75 0.8 0.85 0.9 0.95 1 1.05
rp  [fm]

Fig. 5 The ratio between data and simulation shown in Fig. 4 depends
linearly on the energy of the scattered electron, E’. The slope parameter
describing this linear trend, k, depends on the value of 7, considered
in the simulation. This figure shows how k(r,) changes with the radius
for the 495 MeV (blue) and 330 MeV (green) settings. The surrounding
error bands denote the combined uncertainty (statistical and systemat-
ical added in quadrature) of the slope parameter k(r), see also Fig. 4.
The point where the curve crosses zero represents a radius where the
simulation best matches the data. The blue and green points (together
with the corresponding uncertainties) show the best radii for the two
analysed data sets. The black point represents their weighted average

contributions of data and simulation, added in quadrature.
The number of simulated events was chosen such that the
simulated uncertainty is always smaller than the experimen-
tal one. The systematic uncertainty is dominated by the point-
wise contributions presented in Sect. 3. The model dependent
uncertainty is dominated by the uncertainty of the parameter
a considered in Eq. 2 to model Gg in the simulation, see
Fig. 3.

7 Conclusions

The initial-state radiation experiment at MAMI [11] estab-
lished a new method for precise investigations of the elec-
tromagnetic structure of the nucleon and underlying electro-
magnetic processes at extremely small Q. In this paper we
present our findings on the improved data analysis, which
revealed the necessity of a complete consideration of cryo-
gens deposited on the liquid hydrogen cell and their influ-
ence on the e-p scattering results. The analysis also demon-
strated the precision with which these effects could be studied
and offered new, improved values of the Gg form factor not
accessible in the original work. Furthermore, by studying the
slopes of the measured radiative tails relative to the simulated
ones, an alternative approach for the extraction of the proton
charge radius was developed, which yielded a new best value
for the proton charge radius that could be extracted from the
ISR data. The new result, see “Cross-section study” point in

@ Springer
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Fig. 6 The proton charge radius extracted from the electron scattering
experiments. The red circles show the results of the ISR experiment.
The final radius was determined by analysing the slopes of the measured
cross-sections relative to the simulated ones. The value is consistent
with the one calculated from the fit of the form factors. Black squares
represent the results of previous electron scattering measurements [5,
7,8,11,19-26]. The value obtained from the Lamb shift measurements
in muonic hydrogen is shown by the blue line for comparison

Fig. 6, is consistent with the value obtained from the original
form factor analysis, but is almost three times as precise as
the first result [11].

Acknowledgements The authors would like to thank the MAMI accel-
erator group for the excellent beam quality which made this experiment
possible. This work is supported by the Federal State of Rhineland-
Palatinate, by the Deutsche Forschungsgemeinschaft with the Collabo-
rative Research Center 1044, by the Slovenian Research Agency under
Grant Z1-7305, by Croatian Science Foundation under the project IP-
2018-01-8570 and U. S. Department of Energy under Award Numbers
DE-FG02-96ER41003 and DE-FG02-94ER40818.

Funding Open Access funding enabled and organized by Projekt
DEAL.

Data Availability Statement This manuscript has no associated data
or the data will not be deposited. [Authors’ comment: The full data set
is presented in Appendix B.]

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adaptation,
distribution and reproduction in any medium or format, as long as you
give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes
were made. The images or other third party material in this article
are included in the article’s Creative Commons licence, unless indi-
cated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permit-
ted use, you will need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

@ Springer

10 T T T T
- - - Vacuum corrections
2 ——— 2" order real corrections
[ 1k ---- 27 order virtual corrections J
S Hadronic corrections
5 — . — External Radiative corrections
3 0.1} Pion production ]
% = FUll systematic uncertainty
o
o 0.01 | \ k
[0] —_ o
s | TTTTmm=——a 1
L e e T S e
o, 0.001 | ~ T
5 s !
= \\ 1
> .
2 0.0001 } IR
€ Lot
8 -7 V)
> le05f TTTtreeall . o | 1
.§ S . . ¥
g )
o  1e-06 | a E
c
=)
1e-07 . : . .
250 300 350 400 450 500

Momentum of the electron MeV /c
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violet line) and the description of pion electroproduction (double-dotted
cyan line). The latter is relevant only above the pion production thresh-
old at momenta below 360 MeV /c. The full red line shows the total
systematic uncertainty of the extracted cross-section ratios, including
experimental uncertainties presented in Sect. 3

Appendix A: Systematic uncertainties

The uncertainties of the cross-section ratios and deduced
form factors are dominated by the combination of the experi-
mental uncertainties, presented in Sect. 3, and the uncertain-
ties of the simulation employed to calculate the radiative tail
of the elastic scattering process. These need to be studied
carefully in order to extract credible results, since some parts
depend strongly on the energy of the scattered electron, see
Fig. 7. The obtained uncertainties are gathered in Table 1 and
discussed in this section.

The simulation exactly calculates the coherent sum of
the amplitudes for the leading diagrams shown in Fig. 1.
The next-order vacuum polarization diagrams (with electrons
inside the fermion loop) are exactly calculable and represent
as a multiplicative factor to the cross section. The uncertainty
of this correction is given by the size of the omitted vacuum
polarization due to muon loops and is smaller than 0.2 %.
The virtual corrections to the Bethe-Heitler diagrams (self-
energy corrections and various vertex corrections) require
integration of the loop diagrams and are considered as effec-
tive corrections to the cross section, using calculations of
Ref. [12]. These are accurate to about 1 %, which in turn cor-
responds to an error of the cross-section ratios smaller than
0.016 %.
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Table 1 The relative systematic
uncertainties contributing to the
uncertainty of the cross-section
ratios determined by the ISR
experiment

Experimental setting

495 MeV 330 MeV 195 MeV
Source of the uncertainty [%] [%] [%]
Experiment Luminosity 0.17 0.09 0.09
Detector efficiency 0.20 0.20 0.20
Target frame background 0.34 0.34 0.34
Entrance flange background < 0.06 <0.57 0.05-0.24
Cryogenic background <0.12 0.1-1.00 0.10-1.05
Simulation Vacuum polarisation 0.13-0.16 0.12-0.14 0.12
21d_order virtual corrections <0.014 < 0.016 < 0.016
21 _order real corrections <0.51 <043 <0.37
Hadron corrections <2.107* <5.107* <3.107*
Pion production < 0.69 <0.19 0
External corrections <0.19 <0.24 <0.23
Combined systematic uncertainty 0.48-1.00 0.45-1.26 0.58-1.16

The values are shown independently for three experimental configurations at electron energies of 495 MeV,
330 MeV and 195 MeV. The first part of the table, labeled Experiment, summarises the experimental uncer-
tainties described in Sect. 3. Some parts of the uncertainty depend on the energy of the scattered electron
(E") and vary with momentum settings. This is considered either by stating the upper limit for the uncertainty
or by specifying the interval on which the uncertainty is expected, when also the lower limit is non-zero.
The second part of the table, labeled Simulation, presents the uncertainties related to the simulation of the
inclusive H(e, ¢’) cross-section. These sources are predominantly related to the next-order corrections to the
H(e, ') py process, which are considered as effective corrections to the cross-section [11]. The range of the
total systematic uncertainty, presented also in Fig. 4, is shown in the last line of the table. Different sources of
the uncertainty have different dependence on E’, thus the maximum value of the uncertainty is smaller than

the value obtained by the sum of the squares of all the maxima

The non-virtual second-order correction (emission of two
real photons) is approximated by the corrections to the elas-
tic cross section [12,27]. Relying on the soft-photon peaking
approximation the contribution of this correction to the final
uncertainty was estimated from the size of the next-order cor-
rection and determined to be smaller than 0.5 %. Hadronic
corrections are also considered in the elastic limit using the
calculations of Ref. [27]. They contribute only up to 0.5 %
to the cross section at lowest energies. In the simulation the
proton is always on-shell. Hence, the uncertainty of hadronic
corrections arises from the part that is related to the internal
structure of the proton, described by the generallized polaris-
abilities [28]. These effects are tiny at our values of 02, and
hadronic corrections contribute less than < 5- 10~% % to the
measured cross-sections. Far away from the elastic peak, one
also needs to consider H(e, ¢’)n™ and H(e, ¢’) pr¥ reac-
tions, which contribute up to 10 % of all events. These pro-
cesses were simulated using the MAID model [29] and sub-
tracted from the data. The relative uncertainty of the MAID
calculations was estimated to be 5 %, and is significant only
for the 495 MeV setting, where it contributes 0.5 % to the
uncertainty of the measured ratios.

The last important contribution to the systematic uncer-
tainty can be traced back to the formalism of Mo and Tsai
[14], employed to describe external corrections to the cross-

section, see Sect. 2. These corrections add up to 0.24 % to
the total uncertainty of the measured cross-section ratios.
The obtained uncertainties determine the errors of the
deduced form factors discussed in Sect. 5. In the approx-
imation of small Q? these are linearly proportional to the
uncertainties of the cross-section ratios, where the propor-
tionality factor, (1 + opg—f/0oBH-i)/2, depends only on the
ratio of the initial-state and final-state radiation parts of the
cross-section, opy—i/oBH—f, and approximately equals 5/4.

Appendix B: Proton charge form factors

Table 2 collects the proton charge form factors determined
by the Initial-State Radiation experiment for 0.001 < Q2 <
0.017 GeV?/c?. The results were obtained by studying the
reaction H(e, ¢')py and comparing the shape of the mea-
sured radiative tail with the simulation, using the approach
explained in Ref. [11]. The extracted values, presented in the
third and fourth column, were then compared to the poly-
nomial Eq. 2. The three data sets were fit with a common
parameter for the radius, r;,, but with different renormalisa-
tion factors, ng,, for each energy, disregarding the original
normalisations of the data, determined from the analysis of
cross-sections. The analysis considered both statistical and
systematic uncertainty of the extracted values of GZ .Interms
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Table 2 The proton charge form factors obtained with the ISR experiment at three beam energies

Beam energy Q? Gg Statistical Gg Statistical Systematical Systematical
[GeV] [GeV? / 2] Uncertainty (Renormalized) Uncertainty Uncertainty Uncertainty
(Renormalized) (Uncorrelated) (Correlated)
0.495 0.01704 0.9509 0.0008 0.9507 0.0008 0.0047 0.0018
0.01540 0.9543 0.0024 0.9540 0.0024 0.0040 0.0021
0.01288 0.9625 0.0016 0.9622 0.0016 0.0038 0.0023
0.01105 0.9664 0.0018 0.9662 0.0018 0.0036 0.0027
0.00952 0.9631 0.0016 0.9629 0.0016 0.0035 0.0030
0.00820 0.9738 0.0023 0.9736 0.0023 0.0034 0.0038
0.00709 0.9826 0.0019 0.9823 0.0019 0.0036 0.0054
0.00613 0.9785 0.0019 0.9782 0.0019 0.0036 0.0067
0.330 0.00781 0.9726 0.0021 0.9714 0.0021 0.0045 0.0018
0.00694 0.9793 0.0040 0.9781 0.0039 0.0042 0.0020
0.00597 0.9762 0.0029 0.9750 0.0029 0.0044 0.0022
0.00511 0.9877 0.0028 0.9865 0.0028 0.0046 0.0024
0.00441 0.9864 0.0032 0.9852 0.0032 0.0049 0.0025
0.00379 0.9988 0.0030 0.9976 0.0030 0.0051 0.0026
0.00328 0.9820 0.0035 0.9809 0.0034 0.0055 0.0028
0.00283 0.9925 0.0037 0.9913 0.0037 0.0053 0.0029
0.00245 0.9976 0.0030 0.9964 0.0030 0.0053 0.0031
0.00211 1.0015 0.0039 1.0003 0.0039 0.0059 0.0032
0.00183 0.9934 0.0043 0.9922 0.0043 0.0069 0.0033
0.195 0.00273 0.9928 0.0016 0.9925 0.0016 0.0056 0.0013
0.00257 0.9855 0.0046 0.9852 0.0046 0.0054 0.0016
0.00211 0.9904 0.0031 0.9901 0.0031 0.0053 0.0020
0.00181 0.9851 0.0035 0.9848 0.0035 0.0055 0.0021
0.00156 1.0011 0.0031 1.0009 0.0031 0.0061 0.0020
0.00134 1.0115 0.0039 1.0112 0.0039 0.0067 0.0019

The results are shown as a function of Q2. The third and fourth columns contain directly extracted values of GE with the corresponding statistical
uncertainties. The fifth and sixth columns present renormalised values of Gg and matching statistical uncertainties. These corrected values agree best
with the model (2) and are model dependent [11]. The systematical uncertainties are divided into two parts: column seven represents the uncorrelated
(point-wise) parts of the uncertainties, which influence individual measurements independently; the last column contains the correlated parts of the
systematic errors, which simultaneously shifts groups of points in the same direction
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Fig. 8 The proton electric form factor as a function of Q2. Empty black
points show previous data [7,22,24,30]. The results of this experiment
are shown with full red circles. The error bars show statistical uncertain-
ties. Grey structures at the bottom shows the systematic uncertainties
for the three energy settings. The curve corresponds to a polynomial fit
to the data defined by Eq. (2). The blue error band around the fit shows
its uncertainty, caused by the statistical and systematic uncertainties of
the data. The magenta line with the corresponding error band demon-
strates the best GS model, determined by the new method, presented in
Sect. 6

of this fit with 21 degrees of freedom and x 2 of 18.3, the nor-
malisations and the radius were determined to be:

n19s = 1.000 = 0.001 1y = 0.003ys; .
1330 = 0.999 & 0.001 ¢ = 0.0034y,
naos = 1.000 = 0.00245¢ & 0.007ys; ,

rp = (0.873 % 0.0175z. & 0.059ys(. = 0.003mod,) fm .

The obtained normalisation parameters were applied to
renormalise the experimentally determined form factors in
order to match the values of the three energy settings and
to ensure consistency of the results with the statical limit
GZ(O) = 1. The corrected values of G‘Z with the corre-
sponding statistical uncertainties are model dependent and
are gathered in the fifth and sixth columns of the table. They
are also presented in Fig. 8.
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