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Using our recently proposed Bethe-Salpeter G0W0 formulation, we explore the optical absorption spectra
of fullerene (C60) near coinage metal surfaces (Cu, Ag, and Au). We pay special attention to how the surface
plasmon ωS influences the optical activity of fullerene. We find that the lower-energy fullerene excitons at 3.77
and 4.8 eV only weakly interact with the surface plasmon. However, we find that the surface plasmon strongly
interacts with the most intense fullerene π exciton, i.e., the dipolar mode at �ω+ ≈ 6.5 eV, and the quadrupolar
mode at �ω− ≈ 6.8 eV. When fullerene is close to a copper surface (z0 ≈ 5.3 Å), the dipolar mode ω+ and
“localized” surface plasmons in the molecule/surface interface hybridize to form two coupled modes which both
absorb light. As a result, the molecule gains an additional optically active mode. Moreover, in resonance, when
ωS ≈ ω±, the strong interaction with the surface plasmon destroys the ω− quadrupolar character and it becomes
an optically active mode. In this case, the molecule gains two additional very intense optically active modes.
Further, we find that this resonance condition, ωS ≈ ω±, is satisfied by silver and gold metal surfaces.

DOI: 10.1103/PhysRevB.89.195433 PACS number(s): 73.22.Pr, 73.22.Lp

I. INTRODUCTION

Using molecules to absorb light within a photovoltaic
device allows the use of chemical functionalization to engineer
the energy of light being absorbed [1,2]. The goal is to have
several different types of molecules within the same device,
each absorbing at different wavelengths, to cover the entire
visible spectra. However, unlike solid-state based devices, the
separation of a generated electron-hole pair, or exciton, is a
key obstacle for a molecular absorber. A functioning device
needs to reduce the recombination rate, or gemination, of the
molecule’s exciton. This is accomplished through transfer of
the electron (or hole) to a substrate or acceptor molecule.

An exhaustive experimental search of the vast parameter
space of possible molecular absorbers and charge acceptors
has proved daunting. Such a problem is ideally suited for a
computational screening approach. However, standard com-
putational methods, such as density functional theory (DFT),
have difficulties describing the optical absorption levels of
molecules. On the other hand, more advanced methods, such as
solving the Bethe-Salpeter equation (BSE) using quasiparticle
G0W0 eigenvalues [3–8], are computationally unfeasible for
screening studies. In fact, a BSE-G0W0 treatment is necessary
to describe the complex renormalization of molecular energy
levels due to the anisotropic screening at an interface [9–15].

However, when the molecule and substrate are well sepa-
rated, the intersystem electronic overlap may be neglected.
By describing the substrate via its response function and
the molecule within BSE-G0W0, one may obtain an accurate
description of the molecule/surface interactions at a reasonable
computational cost [16,17]. Within such a reformulation of
BSE-G0W0 for weak molecule-substrate coupling, it is now

*vito@phy.hr
†duncan.mowbray@gmail.com

possible to do computational screening of optical absorption
and interfacial coupling of a molecule near a surface.

In fact, it is precisely this weak coupling regime which is of
interest for nanoplasmonic single-molecule sensing [18–21].
For localized surface plasmon resonance sensors (LSPRSs), it
is now possible to detect single molecules which are not even
adsorbed on the substrate. However, to design LSPRSs which
can differentiate not only between single molecules, but also
their height off the surface, would require a computational
screening approach. Within our BSE-G0W0 reformulation, we
are now able to find the properties that the substrate needs in
order to have a strong interfacial coupling. In other words, we
can specify the particular type of nanoparticle, corner, step,
metal alloy, etc., needed to have a strong hybridization with a
particular molecule’s excitonic levels.

Recently, highly efficient polymer-fullerene-based organic
photovoltaic devices have been demonstrated, which employ
fullerenes [22,23] as electron acceptors [24,25]. Moreover,
photovoltaic devices which are based solely on fullerenes have
also been recently demonstrated [26]. In this case, different
fullerene morphologies act as optical absorbers, charge ac-
ceptors, and charge donors. This high degree of versatility in
fullerene’s functionality within photovoltaic devices makes
a thorough understanding of its optoelectric properties an
essential test case for understanding photovoltaic processes.

Although the adsorption of fullerene on metal surfaces has
been intensively studied experimentally [27–29], there remains
a lack of experimental studies dealing with the influence of the
metal surface on the molecule’s optical absorption spectra. In
this work, we demonstrate how the optical absorption spectra
of fullerene couples to the surface plasmon modes of a coinage
metal (Cu, Ag, Au) surface. We find that the optical spectra
exhibit a strong dependence on the molecule’s height. This
suggests that a nanoplasmonic chemical detector of Ag or Au
could readily differentiate not only the presence of a single C60
molecule, but also its height above the metal surface. We also
find that the hybridization of the fullerene excitonic levels with
the surface plasmons can result in not only a redistribution of
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their energies, but also a “turning on” of the fullerene dark
excitons, essentially making them bright.

In Sec. II we briefly present the theoretical methodology we
use. We first show how we obtain the four-point polarizability
matrix Lkl

ij (ω) in Sec. II A. We then show in Sec. II B how
Lkl

ij (ω) may be used to calculate the optical absorption spectra.
A point polarizable dipole model is then developed in Sec. II C.
In Sec. II D we show how these models may be applied to the
optical absorption of a fullerene molecule near a metal surface.
Finally, in Sec. II E, we provide details of the computations we
perform.

In Sec. III we present the results for the highest occu-
pied molecular orbital-lowest unoccupied molecular orbital
(HOMO-LUMO) gap and molecular optical absorption spectra
as a function of the molecule’s height above a copper, silver,
or gold surface. This is followed by concluding remarks in
Sec. IV.

II. THEORETICAL METHODOLOGY

A. Solving the BSE for four-point polarizability matrix

When a molecule absorbs light, an electron-hole pair may
be created. In the lowest-order approximation, the electron
and hole can be considered as two independent particles,
which, without any interactions, simply propagate throughout
the molecule. Such long-lived electron-hole pair propagation
can be described as a convolution of two one-particle Green’s
functions,

L0(r1,r2; r′
1,r

′
2,ω) = −i

∫ ∞

−∞

dω′

2π
G0(r2,r′

1,ω
′)

×G0(r1,r′
2,ω + ω′). (1)

In the independent electron approximation, the Green’s func-
tions are given by

G0(r,r′,ω) =
∑

i

ψi(r)ψ∗
i (r′)

ω − εi + iη sgn(εF − εi)
, (2)

where ψi(r) and εi are the molecular orbitals and energy levels,
respectively. These may be easily calculated at the Kohn-Sham
(KS) level.

Note that the excited electron and hole can still interact
with other molecular excitations, e.g., collective electronic
modes (plasmons) or molecular vibrational modes (phonons).
Such additional interactions, especially long-range electron-
electron correlations, are not included at the KS level. The
one-particle Green’s function of Eq. (2) must then be corrected
in order to include all these effects. Moreover, because of
the electron-electron interaction, the excited electron and hole
can interact mutually or annihilate and interact with other
electron-hole excitations in the molecule. In order to obtain
an accurate molecular excitation spectra, all these processes
should be carefully taken into account.

To do so, we calculate the full electron-hole propagator or
four-point polarizability,

L(r1,r2; r′
1,r

′
2,ω) =

∑
ijkl

�kl
ij L

kl
ij (ω)ψi(r1)ψ∗

j (r′
1)ψl(r2)ψ∗

k (r′
2),

(3)

where the four-point polarizability matrix Lkl
ij (ω) satisfies the

BSE [3–6,17],

Lkl
ij (ω) = L̃kl

ij (ω) +
∑

i1j1k1l1

�
k1l1
i1j1

L̃
i1j1
ij (ω) �

k1l1
i1j1

Lkl
k1l1

(ω). (4)

The prefactor

�kl
ij ≡ |fj − fi ||fl − fk| (5)

ensures that only transitions between empty and filled molec-
ular states contribute to L, where

fi =
{

1; i � N,

0; i > N,
(6)

is the occupation factor. The matrix of noninteracting quasi-
particle four-point polarizability has the form

L̃kl
ij (ω) = 2

fj − fi

ω + ε̃j − ε̃i + iη sgn(ε̃i − ε̃j )
δikδjl, (7)

where the factor of two is introduced to include contributions
from both spin channels and N is the number of occupied
orbitals. The quasiparticle energies ε̃i are obtained by solving
the Dyson equation [17], where the exchange and correlation
self-energy operator is calculated within the G0W0 approxi-
mation [5], i.e.,


XC(r,r′,ω) = i

∫ ∞

−∞

dω′

2π
e−iω′δG0(r,r′,ω − ω′)W (r,r′,ω′).

(8)

The BSE kernel consists of two terms,

�kl
ij = �

kl,H
ij − �

kl,F
ij . (9)

The first term is the BSE-Hartree kernel, given by

�
kl,H
ij =

∫
dr1dr2φ

j

i (r1)V (r1 − r2)φk
l (r2), (10)

where V (r1 − r2) is the propagator of the bare Coulomb
interaction and

φ
j

i (r) = ψ∗
i (r)ψj (r). (11)

represents the two-particle wave functions. The second term
is the BSE-Fock kernel, given by

�
kl,F
ij = 1

2

∫
dr1dr2φ

j

l (r1)W (r1,r2,ω = 0)φk
i (r2). (12)

The propagator of the dynamically screened Coulomb in-
teraction W (r1,r2,ω), which enters in Eq. (8) and the Fock
kernel (12), is given by

W (r,r′,ω) = V (r,r′) +
∑
αβγ δ

�
γδ

αβL
γδ,RPA
αβ (ω)

×
∫

dr1dr2V (r,r1)φα
β (r1)φδ

γ (r2)V (r2,r′), (13)

where L
kl,RPA
ij (ω) is the solution within the random phase

approximation (RPA). This is equivalent to Eq. (4), where
we put �kl

ij = �
kl,H
ij and ε̃i = εi .

After solving the matrix equation (4), we obtain the four-
point polarizability matrix Lkl

ij (ω). From Lkl
ij (ω) we may then

calculate the optical absorption spectra.
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B. Calculation of the optical absorption spectra

In an optical absorption experiment, the incident electro-
magnetic wave couples to the electronic excitations in the
system and is partially absorbed. In linear response theory,
the power at which the external electromagnetic energy is
absorbed by the system can be obtained from

P (t) =
∫ ∞

−∞
dt1

∫
dr1dr2 Eext(r1,t)�(r1,r2,t− t1)Aext(r2,t1),

(14)

where � is the current-current response function of the system,
while Eext and Aext are the external electric field and vector
potential, respectively.

We assume that the incident electromagnetic field is a plane
wave of unit amplitude

Aext(r,t) = e cos(k · r − ωt), (15)

where e is the polarization vector. If we also assume there is no
external scalar potential, i.e., �ext = 0, then from Maxwell’s
equations Eext = − 1

c
∂Aext

∂t
. If the wavelength λ is much larger

than the dimension of the illuminated system or the crystal unit
cell, the dipole approximation may be applied. In this case the
absorption power becomes

P (ω) = −ω Im

{∑
μν

eμeν

∫
dr1r2�μν(r1,r2,ω)

}
. (16)

In the Coulomb gauge (∇ · A = 0), there is an instantaneous
interaction mediated by the Coulomb interaction V and
a transverse interaction that is retarded and mediated by
photons. In small systems such as a molecule, the interaction
between charge/current fluctuations mediated by photons is
negligible compared to the Coulomb interaction. This allows
us to describe all interactions inside the molecule by the
instantaneous Coulomb interaction V and the interaction of
the molecule with the environment by both interactions. In
this case, interactions are only with photons described by Aext.

As a result, the current-current response function can be
expressed in terms of the four-point polarizability matrix,

�μν(r,r′,ω)= e2
�

m2c

∑
ijkl

�kl
ij L

kl
ij (ω)ψ∗

j (r)∇μψi(r)ψ∗
k (r′)∇νψl(r′).

(17)

After inserting (17) into (16), the absorption power becomes

P (ω) = −ω Im

⎧⎨⎩∑
ijkl

�kl
ij L

kl
ij (ω)JjiJkl

⎫⎬⎭ , (18)

where the form factors are

Jij =
∑

μ

eμ

∫
drψ∗

i (r)∇μψj (r). (19)

C. Point polarizable dipole model

We next develop a simple model for the case where there
is strong spatial localization of the interacting plasmas in the
molecule (M) and surface (S), compared to the wavelength of
the incident light. In this case, we may use a simple model

for the optical absorption based on point polarizable dipoles.
Here, the molecule is modeled by a point polarizable dipole
of frequency ωM and the adjacent surface plasma is modeled
by another point polarizable dipole of frequency ωS . Their
density-density response functions may then be written as

χi(ω) = 2ωi

ω(ω + iη) − ω2
i

, i = M,S, (20)

where M denotes the molecular and S denotes the surface
response functions, respectively. If we suppose the dipoles are
mutually interacting, then the molecular response function χM

is renormalized by the surface. In this case, the renormalized
molecular density-density response function may be expressed
as [30,31]

χ̃M (ω) = χM (ω)

1 − V 2χM (ω)χS(ω)
, (21)

where V represents the strength of the dipole-dipole interac-
tion. In analogy with Eqs. (17)–(19), the molecular current-
current response function is then �̃(ω) = J 2χ̃M (ω), where J

represents the current vertice [32]. The molecular absorption
spectra then becomes

P (ω) = −ω�̃(ω). (22)

D. Optical absorption spectra of fullerene near a metal surface

We next investigate the optical absorption of a fullerene
molecule near a metal surface. This process is depicted
schematically in Fig. 1. The incident electromagnetic field
may induce currents in the molecule. If the molecule is placed
sufficiently close to a conducting surface, these currents can
induce charge density fluctuations in the surface. The induced
surface charge produces an electromagnetic field in response.
This field screens the interaction between the charge density
fluctuations in the molecule and causes a renormalization
of the molecular optical and quasiparticle spectra. Here,
we briefly explain the modifications which should be done
within the BSE-G0W0 scheme in order to properly include the
polarization of the metallic surface.

z0

Incident
Light

hω

Metal Surface

Fullerene
x

z

FIG. 1. (Color online) Schematic depicting x-polarized incident
light of energy �ω being absorbed by a fullerene molecule at a height
z0 above a metal surface.
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The plane of the metal surface is aligned with the xy plane,
i.e., has a normal parallel to the z axis, as depicted in Fig. 1.
The ground-state electronic structure of the surface is treated
in a jellium model [33], where the jellium edge is located at
z = 0. The height of the fullerene z0 is defined as the distance
between the fullerene’s centroid and the jellium edge of the
metal surface, as shown in Fig. 1.

Here, we consider the case of a molecule z0 � 5 Å above
the metal surface. This means that the electronic densities
of the molecule and the surface do not overlap. This fact
simplifies the impact of the metal surface on the four-point
polarizability matrix calculation significantly. Since there is
no intersystem electron hopping, the molecule and surface
can be treated as two separated systems. In this case, the
molecule and surface only interact via the long-range Coulomb
term, through which there can be mutual polarization. All
interactions that propagate inside the molecule can thus be
additionally screened by polarization of the surface. This
means that the bare Coulomb interaction that propagates inside
the molecule should be renormalized by the surface screening,
i.e.,

V (r,r′) → W̃ (r,r′,ω) = V (r,r′,ω) + �W (r,r′,ω), (23)

where �W represents the induced Coulomb interaction of the
metallic surface [17].

The induced Coulomb interaction �W can be Fourier
transformed in the xy plane

�W (r,r′,ω) =
∫

dQ
(2π )2

eiQ(ρ−ρ ′)�W (Q,ω,z,z′), (24)

where ρ = (x,y) and Q = (Qx,Qy) is a two-dimensional wave
vector. In the region z,z′ > 0, the molecule feels an “external”
field from the metal for which the spatial part of the Fourier
transform (24) has the simple form [33,34]

�W (Q,ω,z,z′) = D(Q,ω)e−Q(z+z′). (25)

The surface excitation propagator D(Q,ω) contains the
intensities of all (collective and single-particle) electronic
excitations in the metal surface. The details of the calculation
of the propagator D(Q,ω) can be found in Ref. [34]. The two-
dimensional Q integration in (24) is performed using a 61 × 61
rectangular mesh and the cutoff wave vector QC ≈ 0.57 Å−1.

In this way, the renormalized four-point polarizability
matrix L̃kl

ij (ω) is obtained by solving the same BSE matrix
equation (4). However, the bare Coulomb interaction which
enters in Hartree and Fock kernels (10) and (12) is corrected by
the induced Coulomb interaction �W (r,r′,ω). The molecular
absorption spectra is then obtained by using (18) in which en-
ters the renormalized four-point polarizability matrix L̃kl

ij (ω).
This means that in this model the incident electromagnetic
field drives only the molecule directly, although the surface
modes are driven indirectly via excitation of the molecule.

In this model, we exclude the direct interaction of the
incident electromagnetic waves with the surface. The direct
influence of the metal surface on the molecular absorption
spectra can be understood in terms of a simple Drude model. In
this case, the in-plane (x or y) polarized light should be com-
pletely reflected or transmitted, if we neglect Ohmic losses.
Incident light at frequencies below the plasmon frequency
ωp of the metal surface (ω < ωP ) is completely reflected,

while for ω > ωP it is completely transmitted. Therefore, the
direct influence of the metal surface on molecular absorption
in the region ω < ωP is simply an enhancement by a factor of
two, while for ω > ωP the light passes through the metal and
does not affect the molecular absorption. As we are primarily
concerned with the region below ωp (�ωp ≈ 10.6 eV for
copper and �ωp ≈ 9.1 eV for gold and silver [35]), the direct
influence of the metal surface on the molecular absorption
is simply a rescaling of the intensity by two. This means
that the direct interaction between the incident light and the
metal surface does not affect the molecule/surface absorption
spectrum qualitatively and may be neglected.

Interactions with the surface also renormalize the quasipar-
ticle energy levels ε̃i . In the lowest-order approximation, this
can be done in such a way that the self-energy operator (8) is
corrected by the induced self-energy operator

�
XC(r,r′,ω) = i

∫ ∞

−∞

dω′

2π
e−iω′δG̃0(r,r′,ω−ω′)�W (r,r′,ω′).

(26)

This implies that the induced self-energy of the ith state
becomes

�
XC
i (ω) = �
X

i (ω) + �
C
i (ω), (27)

where the induced exchange self-energy becomes

�
X
i (ω) = −

N∑
j=1

�W
ij

ij (ω − ε̃j ) (28)

and the induced correlation term is

�
C
i (ω) = − 1

π

∞∑
j=1

∫ ∞

0
dω′ Im

{
�W

ij

ij (ω′)
}

ω − ε̃j − ω′ + iη
. (29)

The induced Coulomb interaction matrix elements are then

�Wkl
ij (ω) =

∫
�cell

dr1dr2φ
j

i (r1)�W (r1,r2,ω)φk
l (r2). (30)

Note that the Green’s function appearing in (26) is the renor-
malized Green’s function G̃0 in which enters the quasiparticle
G0W0 eigenenergies ε̃i obtained for the isolated molecule.
Accordingly, in (28) and (29) the renormalized quasiparticle
energy levels ε̃j also appear.

E. Computational details

Calculations of the isolated fullerene molecule have been
performed with the DFT code VASP [36] within the projector
augmented wave (PAW) scheme [37], using the local density
approximation (LDA) [38] for the exchange and correlation
(xc) functional. We model the molecule using a periodically
repeated 24.18 × 24.18 × 24.18 Å3 unit cell. Since there is no
intermolecular overlap, the ground-state electronic density is
calculated at the � point only. The geometries have been fully
relaxed, with all forces �0.02 eV/Å. We employ a plane-wave
energy cutoff of 445 eV, an electronic temperature kBT ≈
0.2 eV with all energies extrapolated to T → 0 K, and a PAW
LDA pseudopotential for carbon.

To calculate the quasiparticle G0W0 eigenvalues ε̃i for the
isolated fullerene molecule, one must include an increased
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number of unoccupied states to describe the continuum.
The fullerene molecule has 240 valence electrons, which
corresponds to 120 doubly occupied valence orbitals. We
found the inclusion of 576 bands, i.e., 7.6 unoccupied bands
per atom, provided converged values for ε̃i . The screening
W is obtained from the dielectric function, based on the
KS wave functions [39]. This is calculated using linear
response time-dependent DFT within RPA, including local
field effects [40]. To calculate the dielectric function [40]
we employed an energy cutoff of 40 eV for the number of
G vectors and a nonlinear sampling of 40 frequency points
for the dielectric function up to 200 eV. This large energy
range is necessary to include the main features of fullerene’s
dielectric response [41,42]. From these calculations, we
obtained converged quasiparticle G0W0 eigenvalues ε̃i for the
isolated fullerene molecule.

The fullerene KS orbitals ψi(r) are obtained by using the
plane-wave self-consistent field DFT code PWSCF of the QUAN-
TUM ESPRESSO (QE) package [43] within the generalized gra-
dient approximation (GGA) of Perdew and Wang (PW91) [44]
for the xc functional. For carbon atoms we used GGA-based
ultrasoft pseudopotentials [45] and found the energy spectrum
to be converged with a 30-Ry plane-wave cutoff.

To describe the molecule-surface interaction, we have used
the quasiparticle G0W0 eigenvalues calculated with VASP along
with the KS orbitals from PWSCF and a somewhat reduced
number of bands. For the determination of the screened
interaction W (r,r′,ω = 0), which enters into the BSE-Fock
kernel (12), we used 300 molecular orbitals, i.e., 120 occupied
and 180 unoccupied orbitals. In order to obtain an accurate
molecular absorption spectrum up to 10 eV, where the three
most intense fullerene bright excitons lie [46], it is sufficient
to include transitions within the fullerene π -π∗ complex
in the four-point polarizability. To solve the BSE (4), we
used a damping of η = 50 meV and a set of 14 occu-
pied and 14 unoccupied states, i.e.,{HOMO − 13, HOMO −
12, . . . ,HOMO, LUMO, . . . ,LUMO + 12, LUMO + 13}.

To study a single isolated fullerene molecule, we must
exclude the effect on its polarizability due to the interaction
with the surrounding molecules in the lattice. This is accom-
plished in (23) by solving the BSE using a truncated Coulomb
interaction [47],

VC(r − r′) = �(|r − r′| − RC)

|r − r′| , (31)

where � is the Heaviside step function, and RC is the range
of the Coulomb interactions, i.e., the radial cutoff. Since the
lattice constant L ≈ 24.18 Å is more than twice the range of
the fullerene molecule’s density, using a radial cutoff of RC =
L/2 ensures that the charge fluctuations created within the
molecule produce a field throughout the whole molecule, but
do not produce any field within the surrounding molecules. The
definition (31) is very useful because the Coulomb interaction
remains translationally invariant.

III. RESULTS AND DISCUSSION

We begin out analysis of the molecule-surface interaction
by considering the quasiparticle G0W0 energy gap of fullerene
near a gold or a silver surface. In Fig. 2 we plot the fullerene
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FIG. 2. (Color online) Calculated HOMO-LUMO gap of
fullerene in eV as a function of the height z0 in Å above a metal
surface using (black dots) the full dynamical G0W0 correction of
Eqs. (28) and (29), (red squares) image theory of Eq. (32), and (blue
diamonds) a HOMO and LUMO corrected by the image potential
(±e2

/4z0). The gas-phase result (black dashed line) is provided for
comparison.

HOMO-LUMO gap obtained using the dynamical G0W0

corrected by (28) and (29) as a function of the molecule’s
height z0 above a jellium surface. We model the gold or silver
metal surface using an electronic density parameter, i.e., the
Wigner-Seitz radius, of rs ≈ 3.0a0 [35].

The quasiparticle HOMO-LUMO gap for fullerene in
gas phase is 4.65 eV, somewhat lower (∼9%) than the
experimental value of 5.1 eV [48–50]. We also compare with
the HOMO-LUMO gap corrected using simple image theory
which excludes the dynamical effects in (28) and (29). This
model assumes the gas phase HOMO-LUMO gap is simply
corrected by [9]

1
2

{
�WLL

LL (ω = 0) + �WHH
HH (ω = 0)

}
, (32)

where L = 121 is the LUMO and H = 120 is the HOMO. We
find that this simple result agrees surprisingly well with the
full dynamic G0W0 correction down to a height of z0 ≈ 5.3 Å
above the metal surface. This means that the surface field does
not create virtual transitions [j 
= i in (28) and (29)]. Thus, the
HOMO and LUMO behave as rigid charge distributions |ψH |2
and |ψL|2 which are screened by the static induced potential
�W (ω = 0).

The HOMO-LUMO gap is also shown in Fig. 2 when
HOMO and LUMO energies are corrected by an image
potential of +e2

/4z0 and −e2
/4z0, respectively. We find even

this very simple approach describes the HOMO-LUMO gap
quite well for almost all heights considered. This means the
fullerene HOMO and LUMO behave as positive and negative
point charges at the center of the molecule down to z0 � 5 Å.

The optical absorption spectra shown in Fig. 3 for an
isolated fullerene molecule consists of three peaks. These
peaks correspond to the fullerene bright excitons observed
experimentally at 3.77, 4.80, and 6.3 eV [46,51,52]. In
our calculations the exciton energies are slightly blueshifted
(∼4%) to 3.9, 5.1, and 6.5 eV, respectively. The most intense
peak at �ωπ ≈ 6.5 eV corresponds to the fullerene π plasmon
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FIG. 3. (Color online) Optical absorption intensity for an isolated
fullerene molecule as a function of the incident x-polarized light’s
energy �ω in eV. The calculated spectrum (black solid line) is
compared with the measured spectrum from Ref. [51].

resonance seen in EELS measurements [53–55]. This is the op-
tically active mode which is affected most by a metal surface.

In Fig. 4 we show the fullerene optical absorption intensity
as a function of the incident electromagnetic field frequency ω

and molecule height z0 for a copper surface. To model a copper
surface the electronic density parameter, i.e., the Wigner-Seitz
radius, is taken to be rs ≈ 2.7a0 [35]. This corresponds to a
surface plasmon energy of �ωS ≈ 7.5 eV.

Due to the high molecular symmetry of fullerene, we found
that the absorption spectra of the isolated molecule does not
depend on its orientation. When the molecule is close to the
surface, the in-plane symmetry is unbroken. For this reason,
the absorption spectra does not depend on the direction of

6 8 10 12 14 16 18
Height z0 (Å)

3

4

5

6

7

8

9

E
ne

rg
y 

h_
ω

 (
eV

)

0 2
Optical Absorption Intensity (arb. units)

60

ω1

ω2

ωπ

ωS

C    on Cu

FIG. 4. (Color online) Fullerene optical absorption intensity as a
function of the incident x-polarized light’s energy �ω in eV and the
molecule’s height z0 in Å above a copper surface (rs ≈ 2.7a0).

polarization in the xy plane. However, the presence of the
surface breaks the symmetry in the z direction. We note that
the surface weakly affects the isolated molecule’s absorption
spectra for z-polarized light. Here we have chosen to apply
incident light which is polarized in the x direction.

When the molecule is far away from the surface (z0 ≈
18 Å), the absorption spectra corresponds to that of the isolated
fullerene molecule shown in Fig. 3. As the molecule ap-
proaches the metal surface, the π plasmon branch is weakened
and pushed toward lower energies. At the same time, we find
that an extra branch appears in the optical absorption spectra.
When the molecule is far above the metal surface, this branch is
horizontal and located exactly at the copper surface’s plasmon
energy �ωS ≈ 7.5 eV. For smaller separations, this branch
becomes more intense and disperses towards higher energies.
These effects are a direct consequence of the interaction
between the fullerene π and copper surface plasmons.

When the molecule is far above the metal surface, the
interaction between molecular and surface charge oscillations
is very weak. So if light of frequency ωS excites currents in
the molecule, even though the molecule responds only weakly
to them, there still exists a weak Coulomb interaction with
the surface. It is this long-ranged interaction which channels
the electromagnetic energy into a surface plasmon excitation.
This is why the molecule is able to absorb light at the surface
plasmon frequency ωS .

When the molecule is closer to the surface, the coupling is
strengthened. The fullerene π and copper surface plasmons
hybridize and form coupled modes at frequencies ω1 and
ω2. Modes ω1 and ω2 consist of π plasma oscillations and
“localized” plasma oscillations in the adjacent surface just
below the molecule. These modes oscillate out of phase and in
phase, respectively, as sketched in Fig. 8(b). The molecular part
of both modes has dipolar character. This means the molecule
absorbs electromagnetic energy equally at both frequencies ω1

and ω2.
If the interacting plasmas are spatially localized, then the

optical absorption of the molecule should be well described
by the point polarizable dipole model discussed in Sec. II C.
In Fig. 5 we show the molecular optical absorption intensities
calculated with a point dipole model, as a function of the
inverse coupling constant V −1. The dipole frequencies are cho-
sen to model a fullerene molecule (�ωM = �ωπ ≈ 6.50 eV)
and a copper surface (�ωS ≈ 7.51 eV). In this way we model
the effect of a copper surface on the optical absorption of a
fullerene molecule as a function of their coupling.

As seen from Fig. 5, this model provides qualitative
agreement with the absorption branches shown in Fig. 4.
This indicates that the optically active mode ω1 and the
appearance of the new optically active mode ω2 are the result
of an interaction between fullerene ωπ and “localized” copper
surface ωS plasmons.

Below the surface plasmon frequency ωS , the surface
excitation spectra possesses a wide band of interband electron-
hole transitions [33]. Since for copper the fullerene excitons
lie below ωS , they can interact with electron-hole excita-
tions in the metal. However, in contrast to benzene bright
excitons, which decay extraordinarily fast to electron-hole
excitations [17,56], we find that the fullerene excitons do not
interact with interband electron-hole excitations in the metal.
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FIG. 5. (Color online) Fullerene optical absorption intensity as
a function of the inverse coupling constant V −1 in eV−1 obtained
from the point polarizable dipole model of Eqs. (20)–(22). Dipole
frequencies are chosen to be �ωπ ≈ 6.50 eV and �ωS ≈ 7.51 eV,
respectively.

This suggests that a more realistic description of the metallic
surface would not influence the fullerene bright excitons
significantly for the noncontact separations considered herein.

Figure 6 shows the calculated fullerene optical absorption
intensity as a function of the molecule’s height above a gold
or silver surface. We again model the gold or silver metal
surface using an electronic density parameter, i.e., the Wigner-
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FIG. 6. (Color online) Fullerene optical absorption intensity as
a function of the incident x-polarized light’s energy �ω in eV
and the molecule’s height z0 in Å above a silver or gold surface
(rs ≈ 3.0a0).

Seitz radius, of rs ≈ 3.0a0 [35]. This corresponds to a surface
plasmon energy of �ωS ≈ 6.41 eV. In this case the fullerene
π plasmon is in resonance with the gold or silver surface
plasmon, i.e., ωπ ≈ ωS .

As the molecule approaches the surface, the two lower-
energy exciton branches at 4 and 5 eV are noticeably bent
towards lower energies. However, in this case, the absorption
spectra for energies near that of the π exciton show an unusual
behavior. We find as the molecule approaches the surface one
of the branches does not change in energy, while two new
absorption branches separate from the π exciton. In contrast
to Fig. 5, where we have two absorption branches coming
from hybridization between the fullerene π and copper surface
plasmon, here we have three branches.

To understand this phenomenon we next examine the
symmetry of the isolated fullerene π plasmon modes. Because
the linearly polarized electromagnetic field is a symmetric
probe, it is only able to excite symmetric modes which have
dipolar character. This means antisymmetric (e.g., quadrupo-
lar) modes are not excited. As a result, the optical absorption
spectra do not provide a complete picture of the molecular
excitation spectra. To excite all types of modes requires an
asymmetric probe. One way to do this is to examine the energy
loss for an oscillating dipole placed close to the molecule. The
formulation of the energy loss intensity for a point dipole
placed in the vicinity of a molecule is given by Eqs. (62), (63),
and (71)–(73) in Ref. [17].

Figure 7 shows the dipole energy loss of an isolated
fullerene molecule as a function of the driving frequency ω.
In all cases, the dipole is x polarized, i.e., e = ex in (15), and
placed 6.35 Å from the molecule’s centroid. Fullerene has
a clear plasmon mode at �ω+ ≈ 6.50 eV. This corresponds
to the π plasmon frequency ωπ in the optical absorption
spectra. However, there is another strong plasmon peak at
�ω− ≈ 6.8 eV.
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FIG. 7. (Color online) Dipole energy loss spectra as a func-
tion of the energy �ω in eV of an x-polarized driving dipole
placed at 6.35 Å (black solid line) above, (red dashed line)
in a symmetric configuration, and (blue dash-dotted line) in
an antisymmetric configuration above and below the molecule’s
centroid.
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In order to examine the parity of these modes, we drive the
molecule with two symmetrically placed dipoles, at 6.35 Å
above and below the fullerene’s centroid. In one case the
dipoles oscillate in phase, while in the other case they
oscillate out of phase. When the dipoles oscillate in phase,
they can only excite even-parity molecular modes. When the
dipoles oscillate out of phase, they can only excite odd-parity
molecular modes. In this way, we may clearly distinguish the
character of the excited plasmon modes in the energy loss
spectra.

Figure 7 clearly shows that when the dipoles oscillate in
phase, the ω+ plasmon is excited, while the ω− plasmon is
not. This is expected because the in-phase dipole oscillations
mimic x-polarized light which only excites modes at ωπ ≈ ω+.
However, when the molecule is driven by dipoles which
oscillate out of phase, the ω+ plasmon is not excited, while the
ω− plasmon is excited. This means, in the isolated molecule,
there exist two principal π plasma oscillations: an ω+ mode
with symmetric charge density oscillations (dipolar character)
and an ω− mode with antisymmetric charge density oscilla-
tions (quadrupolar character). This is shown schematically in
Fig. 8(a). Accordingly, because ω+ has dipolar character it is
optically active, and because ω− has quadrupole character it is
optically inactive.

As fullerene gets even closer to the gold or silver surface, the
molecular charge density oscillations start to interact with the
surface plasmon. Because the ω± plasmons are in resonance
with the gold or silver surface plasmon ωS , the interaction is
strong and destroys the ω± plasmon’s symmetry. This strong
interaction with the metal surface plasmon splits the ω± modes,
destroys the pure quadrupole character of the ω− mode, and
begins to interact with the electromagnetic field, i.e., to be
optically active. In this case, two molecular modes ω± and the

surface plasmon ωS form three coupled modes ω1, ω2, and ω3,
all of which are optically active.

The charge density distributions corresponding to modes
ω1, ω2, and ω3 are sketched in Fig. 8(b). Mode ω1 is
created from the molecular symmetric mode ω+, but oscillates
out of phase with the surface charge density. Further, the
induced charge is more localized in the upper molecular edge.
Mode ω2 is created from the molecular symmetric mode
ω+ and oscillates in phase with the surface charge density.
In this case the induced charge is mostly localized in the
molecule/surface interface. The third mode, ω3, is created from
the molecular asymmetric mode, ω−, such that charge density
in the molecule/metal interface oscillates in phase.

Figure 6 shows that for larger separations (z0 ≈ 10.6 Å) the
coupling is still too weak to split the ω± modes. However, it is
strong enough to destroy the ω− quadrupolar character, making
the ω− mode optically active. This is manifested as a weak
nondispersive branch slightly above the central peak at about
6.8 eV. Also, a small mode splitting � = ω− − ω+ ≈ 0.3 eV
implies that there is a weak interaction between the charge
density oscillations in the opposite halves of the molecule, as
sketched in Fig. 8(a).

Altogether, this suggests when fullerene is close to a copper
surface, e.g., z0 ≈ 5.3 Å, the molecular optically active π

plasmon ωπ ≈ ω+ hybridizes with the metal surface plasmon
ωS . This gives new coupled modes ω1 and ω2 which are both
optically active. Moreover, when fullerene is close to a gold
or silver metal surface, these modes are in resonance, i.e.,
ω± ≈ ωS . In this case the strong interaction with the surface
plasmon destroys the purely quadrupolar character of the ω−
mode, and it begins to interact with the electromagnetic field.
This leads to fullerene having three bright modes ω1, ω2, and
ω3 in the ωπ region. This shows that the presence of a metal
surface drives the optical activity of fullerene.

IV. CONCLUSION

In this paper we have investigated how the interaction
between a fullerene molecule and a coinage metal surface
influences the optical activity of the molecule. We have
shown that the interaction with the surface weakly affects the
low-energy fullerene bright excitons placed at 3.77 and 4.8 eV.
However, the interaction with the fullerene π plasmons is much
more intense.

In order to have a better understanding of this interaction,
we first performed the point dipole energy loss calculation
for the isolated molecule to determine the symmetry of the
π plasmons. We found that isolated fullerene supports two
kinds of π plasmons: a dipolar optically active mode at energy
�ω+ ≈ 6.5 eV, and a quadrupolar optically inactive mode at a
slightly blueshifted energy �ω− ≈ 6.8 eV.

We have shown that when the molecule is close to a coinage
metal surface z0 ≈ 5.3 Å, the dipolar plasmon ω+ hybridizes
with the “localized” surface plasmon ωS . For a copper surface,
this produces two coupled modes ω1 and ω2, which are both
optically active. For a gold or silver surface the fullerene
plasmons are in resonance with the surface plasmon, i.e.,
ωS ≈ ω±. In this case, the strong interaction with the surface
plasmon destroys the purely quadrupolar character of ω−, and
it also becomes an optically active mode ω3.
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Altogether, we conclude that the presence of a coinage
metal surface enhances the optical activity of fullerene in the
wide frequency interval around the intense π plasmons. These
results have important applications in the areas of nanoplas-
monic sensing of nearby molecules, and the engineering of
fullerene-based photovoltaic materials.

Our results clearly demonstrate that accurate computational
screening of the molecule/substrate interaction is now possible
within our BSE-G0W0 reformulation. This paves the way for
the engineering of both the molecule and the substrate in
photovoltaic devices and nanoplasmonic sensors.
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Rev. B 88, 235437 (2013).
[18] J. N. Anker, W. P. Hall, O. Lyandres, N. C. Shah, J. Zhao, and

R. P. Van Duyne, Nat. Mater. 7, 442 (2008).
[19] G. J. Nusz, A. C. Curry, S. M. Marinakos, A. Wax, and

A. Chilkoti, ACS Nano 3, 795 (2009).
[20] K. M. Mayer and J. H. Hafner, Chem. Rev. 111, 3828 (2011).
[21] P. Zijlstra, P. M. R. Paulo, and M. Orrit, Nat. Nano. 7, 379

(2012).
[22] H. W. Kroto, J. R. Heath, S. C. O’Brien, R. F. Curl, and R. E.

Smalley, Nature (London) 318, 162 (1985).
[23] M. S. Dresselhaus, G. Dresselhaus, and P. C. Eklund, Science

of Fullerenes and Carbon Nanotubes (Elsevier Science, San
Diego, 1995), pp. 464–555.

[24] G. J. Hedley, A. J. Ward, A. Alekseev, C. T. Howells, E. R.
Martins, L. A. Serrano, G. Cooke, A. Ruseckas, and I. D. W.
Samuel, Nat. Commun. 4, 2867 (2013).

[25] A. J. Ferguson, J. L. Blackburn, and N. Kopidakis, Mater. Lett.
90, 115 (2013).

[26] T. Zhuang, X.-F. Wang, T. Sano, Z. Hong, Y. Yang, and J. Kido,
Appl. Phys. Lett. 103, 203301 (2013).

[27] F. Rossel, M. Pivetta, F. Patthey, E. Ćavar, A. P. Seitsonen, and
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